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Abstract. Topology control in wireless ad hoc networks is to selectlzgsaph of the com-
munication graph (when all nodes use their maximum trarsonisange) with some proper-
ties for energy conservation. In this paper, we propose taelnocalized topology control
methods for homogeneous wireless ad hoc networks.

Our first method constructs a structure with the followintgraattive properties: power
efficient, bounded node degree, and planar. Its power btf@ttor is at mosp = m
and each node only has to maintain at miest 5 neighbors where the integér> 6 is an
adjustable parameter, artlis a real constant betweenand 5 depending on the wireless
transmission environment. It can be constructed and maédalocally and dynamically.
Moreover, by assuming that the node ID and its position carepeesented i®(log n) bits
each for a wireless network afnodes, we show that the structure can be constructed using at
most24n messages, where each message(isg n) bits.

Our second method improves the degree bounkl t@laxes the theoretical power span-

ning ratio top = % wherek > 8 is an adjustable parameter, and keeps all other
properties. We show that the second structure can be cotefrusing at mosin messages,
where each message has sizé&gfog n) bits.

We also experimentally evaluate the performance of thegeemergy efficient network
topologies. The theoretical results are corroborated bystmulations: these structures are
more efficient in practice, compared with other known stites used in wireless ad hoc
networks and are easier to construct. In addition, the p@ssignment based on our new
structures shows low energy cost and small interferencedit wireless node.

Keywords: Wireless ad hoc networks, topology control, bounded degstemar, spanner,
efficient localized algorithm, power assignment.

1. Introduction

Wirelessad hocnetworks have been undergoing a revolution that promises
to have a significant impact throughout society. Unlike itfadal fixed in-
frastructure networks, there is no centralized controlr @ae hoc wireless
networks, which consist of an arbitrary distribution of i&lin certain ge-
ographical area. In ad hoc networks, mobile devices can comnuate via
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multi-hop wireless channels; a node can reach all nodes itnabhsmission
region, while two far-away nodes communicate through thesage relay-
ing by intermediate nodes. Wireless ad hoc networks trigggmy challeng-
ing research problems, as it intrinsically has many spetdialracteristics
and some unavoidable limitations, compared with other dvive wireless
network. An important requirement of these networks is thaty should
be self-organizing, i.e., transmission ranges and datssmae dynamically
restructured with changing topology. Energy conservasiod network per-
formance are probably the most critical issues in ad hoclegsenetworks,
because wireless devices are usually powered by battenigsand have
limited computing capability and memory.

The topology controltechnique is to let each wireless device adjust its
transmission range and select certain neighbors for conwamion, while
maintaining a structure that can support energy efficiemtimg and improve
the overall network performance. By enabling each wirelesde shrink-
ing its transmission power (which is usually much small@ntlits maximal
transmission power) to sufficiently cover the farthestceld neighbor, topol-
ogy control can not only save energy and prolong network kite also can
improve network throughput through mitigating the MAC-démedium con-
tention. Unlike traditional wired networks and cellularaless networks, the
wireless devices are often moving during the communicatiamch could
change the network topology in some extent. Hence it is mbadlenging
to design a topology control algorithm for ad hoc wirelessmoeks: the
topology should be locally and self-adaptively maintaimathout affecting
the whole network, and the communication cost during maaimg should
not be too high.

Topology control has drawn significant research interesfif@®wvald et al.,
2002; Lietal., 20014a; Li et al., 2001b; Li et al., 2002b; Rajaan, 2002; Ra-
manathan and Rosales-Hain, 2000; Wang et al., 2002; Watfembt al.,
2001) in last few years. Different topologies have différproperties, how-
ever, none of them can achieve all three preferred progddreunicast appli-
cations on wireless ad hoc networks: power spanner, pldegree-bounded.
Until recently, Wang and Li (Wang and Li, 2003) proposed alized al-
gorithm to build a degree-bounded planar spanner both itraleeed and
distributed way, which is based on the combinatioriagfalized Delaunay
triangulations(LDel) (Li et al., 2002a) and” ao structure (Yao, 1982). It is
the first localized algorithm that can achieve all the thresirdble features.
However, the node degree of their structure can readhthe worst case; and
the communication cost of their method can be large, althdtig shown that
the total number of messages(n ), the hidden constant could be as high
as several hundreds since the method needs to collegthbp information
for every node.
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In this paper, we propose two novel methods to build a powrsriefit
planar structures with much less communication costs amerloode degree
bounds. Our first structure has the following attractiveperties:

1. It is power efficient: given any two nodesandwv, there is a path con-
necting them in the structure with a total power cost no mbaap =
m times of the power cost of any path connecting them in the

k
original homogeneous network;

2. Its node degree is bounded from above by a positive caristai where
integerk > 6 is an adjustable parameter;

3. It is a planar structure, which enables several localizeding algo-
rithms;

4. It can be constructed and maintained in a localized andrdicaway.

Moreover, by assuming that the node ID and its position carepeesented

in O(logn) bits each for a wireless network af nodes, we show that the
structure can be constructed using at n2dst messages, where each message
is O(log n) bits. Our second method reduces the degree boukgsied keeps

all other properties, except that the theoretical powenisiog ratio is relaxed

o N . .
top = T-Gvasn )’ wherek > 8 is an adjustable parameter. We show that

the second structure can be constructed using at Bapghessages, where
each message has size(flog n) bits.

We also experimentally evaluate the performance of these ergergy
efficient network topologies. The theoretical results avgaborated in the
simulations: our new structures are more efficient in pcactind easier to
construct, compared to other known structures used in @gsedd hoc net-
works. By shrinking the transmission range of each nodedohré¢he farthest
neighbors in our new structures, the experiment shows Hwit rode indeed
costs low energy and has a small numbeplofsical neighborsThephysical
neighborsare those nodes within its transmission region, and smallerber
of physical neighborsneans less interference.

The rest of the paper is organized as follows. In Section 2deseribe
some most preferred properties of topology control prdtatavireless ad
hoc networks and review the related works in this area. Wa firesent
our two localized methods, in Section 3, to construct depmended pla-
nar power spanners féf DG (V') with total communication cos?(n) under
the broadcasting communication model. In Section 4, we gonextensive
simulations to validate our theoretical results. Finadlg conclude the paper
in Section 5.
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2. Preliminaries

2.1. NETWORK MODEL

A wireless ad hoc network (or sensor network) consists oftal’sef »
wireless nodes distributed in a two-dimensional plane.hBamde has the
samemaximurrtransmission rang&. ! By a proper scaling, we assume that
all nodes have the maximum transmission range equal to oneTlrese
wireless nodes defineuwnit disk graphU DG (V') in which there is an edge
between two nodes iff their Euclidean distance is at most lonather words,
we assume that two nodes can always receive the signal fraim aher
directly if the Euclidean distance between them is no moaa thne unit.
Hereafter/ DG(V') is always assumed to be connected. We also assume that
all wireless nodes have distinctive identities and eacleless node knows
its position information either through a low-power Gloaisition System
(GPS) receiver or some other ways. More specifically, in aatqgeol, it
would be enough if each node knows the relative position bite-hop
neighbors. The relative position of neighbors can be estichbdy thedi-
rection of signal arrivaland thestrength of signalBy one-hop broadcast-
ing, each node: can gather the location information of all nodes within its
transmission region.

In the most common power-attenuation model, the power tpata link
uv is assumed to béuv||’, where|uv|| is the Euclidean distance between
u andw, 3 is a real constant betweehand 5 depending on the wireless
transmission environment.

2.2. PREFERREDPROPERTIES

Wireless ad hoc network topology control schemes are totaiaia structure
that can be used for efficient routing (Bose et al., 2001; kaghKung, 2000)
or improve the overall networking performance (Grinewaliél., 2002; Li
et al., 2001a; Ramanathan and Rosales-Hain, 2000), bytisglecsubset of
links or nodes used for communication. In the literature,ftilowing desir-
able features are well-regarded and preferred in wirele$ma networks:
Power Spanner In ad hoc wireless networks, two far-apart nodes can

communicate with each other through the relay of interntediades; hence,
each node only need set small transmission ranges. Thisvhasdvantages:
(1) reducing the signal interference, (2) saving transimispower. To guar-
antee the advantage, a good network topology should be \eeffigient,
that is to say, the total power consumption of the shortet fraost power
efficient path) between any two nodes in the final topology&hnot exceed

Tn practice,R can be defined as the minimum of all the maximum node trangmiss
ranges.
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a constant factor of the power consumption of the shortett ipaoriginal
network. Given a path; v - - - v5, connecting two nodes, andvy, the energy
cost of this path iszg?;ll ||vjvj+1\|5. The path with the least energy cost is
called theshortest pathin a graph. Formally speaking, a subgraihs called
a power spannepof a graphG if there is a positive real constaptsuch that
for any two nodes, the power consumption of the shortestipathis at most
p times of the power consumption of the shortest patf?ifThe constanp is
called thepower stretch factarA power spanneis usually energy efficient
for routing.

Obviously, for any weighted grapghi and a subgrapi/ C G, we have the
following lemma.

LEMMA 1. (Lietal., 2001h SubgraphH of a graphG has stretch factor
p if and only if for any linkuv € G, dg(u,v) < p-dg(u,v), wheredg(u, v)
is the total power consumption of the shortest path betweamdv in G.

Lemma 1 implies that, to generate a power efficient structuesonly need
to guarantee that any two adjacent nodesnd v in G are connected by a
path in H with energy cost no more than a constant factor of the coshkof |
uv.

Degree Bounded It is also desirable that the node degree in the con-
structed topology is small and bounded from above by a cohistasmall
node degree reduces the MAC-level contention and interféerealso may
help to mitigate the well known hidden and exposed termimablems. A
common believe in the literature is that small node degrdkimply small
interference. Although this is recently disproved in (Buakt et al., 2004),
we found that in practice our structures with small node eegndeed have
small interferences (it is because that our structuresiafdect short links).
Structures with a small node degree also have applicatioBiietooth wire-
less networks. In Bluetooth based wireless ad hoc netwtrksnasternode
degree is preferred to be less thgraccording to Bluetooth specifications,
to maximize the efficiency. In addition, a structure with #ngegree will
improve the overall network throughout (Kleinrock and 8gter, 1978).

Planar: Many routing algorithms require the planar topology torgusee
the message delivery, such as right hand routrgedy Perimeter Stateless
Routing(GPSR) (Karp and Kung, 2000greedy Face RoutinGFR) (Bose
et al., 2001) Adaptive Face RoutifdFR) (Kuhn et al., 2002), anGreedy
Other Adaptive Face Routing>OAFR) (Kuhn et al., 2003).

Efficient Localized Construction: Due to the limited resources and high
mobility of the wireless nodes, it is preferred that the uhdeg network
topology can be constructed and maintained in a localizednera Here a
distributed algorithm constructing a graphis alocalized algorithmif every
nodewu can exactly decide all edges incident on it based only ontfoerma-
tion of all nodes within a constant hops @f More importantly, we expect
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that the total communication cost of the algorithnOi») messages, where
each message (3(log n) bits; the time complexity of each node running the
algorithm is at mosO(dlog d), whered is the number of 1-hop or 2-hop
neighbors.

2.3. RELATED WORKS

Several structures (such as relative neighborhood grapB,R¥briel graph
GG, Yao structure, etc) have been proposed for topologyraloint wireless
ad hoc networks. Theelative neighborhood graphdenoted byRNG(V')
(Toussaint, 1980), consists of all edges such that the intersection of two
circles centered at andv and with radius|uv|| do not contain any node
w from the setV. See Figure 1(a). Th&abriel graph(Gabriel and Sokal,
1969) GG(V') contains edgew if and only if disk(u,v) contains no other
points of V, wheredisk(u,v) is the disk with edge.v as a diameter. See
Figure 1(b). DenoteZG(UDG) and RNG(UDG) as the intersection of
UDG(V) with GG(V) and RNG(V') respectively. BothGG(UDG) and
RNG(UDQG) are connected, planar, and contain the Euclideammum
spanning treeM ST of V if UDG is connected. Delaunay triangulation,
denoted byDel, is also used as an underlying structure by several routing
protocols. Here a trianglé\uvw belongs to Delaunay triangulatiabel if
its circumcircle does not contain any node inside. [etl(U DG) be the
set of edges in Delaunay, which are also in UDG. It is well knatvat
RNG(UDG) C GG(UDG) C Del(UDG). The structureDel(U DG) has

a bounded length spanning ratio (Li et al., 2002a); bBING (U DG) and
GG(UDQG) are not length spanner§&G(U DG) is power efficient.

The Yao graph(Yao, 1982) with an integer parameter- 6, denoted by
ﬁk(U DG@G), is defined as follows. At each nodeanyk equally-separated
rays originating at: definek cones. In each cone, choose the shortest edge
wv € UDG(V') among all edges emanated framif there is any, and add
a directed linkuo. Ties are broken arbitrarily or by ID. See Figure 1(c).
The resulting directed graph is called thao graph Let Y G (UDG) be

the undirected graph by ignoring the direction of each Imﬁk(UDG).
Some researchers used a similar construction nafrgeph (Lukovszki,
1999; Keil and Gutwin, 1992). The difference is that it chemshe edge
which has the shortest projection on the axis of each corteadsof the
shortest edge in each cone.

In (Bose et al., 2001; Karp and Kung, 2000), relative neighbod graph
and Gabriel graph are used as underlying network topolobiesever, Bose,
et al. (Bose et al., 2002a) proved that the length stretch factbtisese two
graphs are(n) and©(y/n) respectively. Actually, they are at mast— 1
andv/n — 1 (Wang et al., 2003). Moreover, in (Li et al., 2001b), Et, al.
showed that the power stretch factor of RNGuis 1 while the power stretch
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(a) RNG (b) GG (c) YG
Figure 1. The definitions ofRNG, GG, andY G. The shaded area is empty of nodes inside.

factor of GG isl. Recently, some researchers (Li et al., 2001b; Wattenhofer
et al., 2001) proposed to construct the wireless networkltgyy based on
Yao graph. It is known that the length/power stretch facta he node out-
degree of Yao graph are bounded by some positive constantsa<sBLi et

al. mentioned in (Li et al., 2001b), all these three graphs cargnarantee
node degree bounded (for Yao graph, the node in-degree beués large
asO(n)). In (Li et al., 2001b; Li et al., 2002b), Lgt al. further proposed to
use another sparse topologfgo and Sinkthat has both a constant bounded
node degree and a constant bounded length/power stretoh tdowever, all
these graphs (Li et al., 2001b; Li et al., 2002b; Wattenheteal., 2001) are
not guaranteed to be planar. In (Li et al., 2002a)dLtial. proposed a planar
spannefocalized Delaunay triangulationf_Del), and in (Gao et al., 2001)
Gaoet al. proposed a planar spanriRestricted Delaunay Grapfor wireless
ad hoc networks. Unfortunately, both of them might resulamunbounded
node degree.

Boseet al(Bose et al., 2002b) proposed a centralized method with run-
ning time O(nlogn) to build a degree-bounded planar spanner for a two-
dimensional point set. They construct a plasi@panner for a given nodes
setV, fort = (1 + ) - Cye ~ 10.02, such that the node degree is bounded
from above by27. Hereafter, we usé€'y,; to denote the spanning ratio of the
Delaunay triangulation (Dobkin et al., 1990; Keil and Gutwi989; Keil and
Gutwin, 1992). However the distributed implementation taé tcentralized
method take®)(n?) communications in the worst case for a Betf n nodes.

Recently, Wang and Li (Wang and Li, 2003) proposed the fifatieft lo-
calized algorithm to build a degree-bounded planar spaBies (U DG) for
wireless ad hoc networks. It has a length spanning tationax{ 7, 7 sin §+
1} - Cyqa(1 + €), and each node has degree at midst- [22]. Here0 <

a < 7/3is an adjustable parameter, aff, < %w is the spanning
ratio of the Delaunay triangulation. Though their method ea&hieve all
these three desirable features: planar, degree-boundddyaver efficient,
the theoretical bound on the node degree of their structumddrge constant.
For example, when = 7/6, the theoretical bound on node degreéisin

addition, the communication cost of their method can be gk, although
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itis O(n) theoretically, because it needs to collect 2Heop information for
every wireless node. Even as mentioned in (Wang and Li, 20088)method
by Calinescu (Calinescu, 2003) to coll@hop neighbors information takes
O(n) messages, however the hidden constant can be as high aasl $ewer
dreds. Concerning this large communication cost and theilpedarge node
degree, we propose two communication efficient methodsnetoact small
degree-bounded planar power efficient structures, whiehnare practical
in wireless ad hoc networks. The construction of our secondttsire only
needs at mosin messages, the tradeoff is that theoretically our strustdee
not have constant length spanning ratio.

3. Proposed Approaches

We propose two novel methods to build power efficient platraciures with
much less communication costs and lower node degree bowmpaced
with previously best known planar power efficient structufé/ang and Li,
2003) calledBPS, see Figure 2(b). Before presenting our methods, we first
present a localized construction of Gabriel graph strectar homogeneous
wireless ad hoc networks.

(a) UDG (b) BPS (c) GG and YaoGG

(d) OrdYaoGG (e) SYaoGG

Figure 2. Several planar power spanners on the UDG shown in (a). Heré for Yao related
construction.

ALGORITHM 1. CONSTRUCTGABRIEL GRAPH

1. In the beginning, each nodelocally broadcasts a message with,,,
and its position(x,,, y,,) to all nodes in its transmission region. Each node
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u initiates setsFy pa(u) and Egg(u) to be empty. Heréwy p(u) and
Ecc(u) are the set of links known by in UDG and GG respectively.

2. Atthe same time, each nodgrocesses the incoming messages. Assume
that nodeu gets a message from some new nodthen it adds a linkiw
to Eypa(u).
Node u checks whether there is another linkv € Eypg(u) where
w € disk(u,v). If no such linkuw exists, then it addsv to Egg(u).
On the other hand, for any linkw € Egg(u), nodeu checks whether
v € disk(u,w), if the condition holds, them removes linkuw from

Egg(u).
Nodew repeats this step until no new messages are received.

3. Alllinks wv in Eg(u) are the final links irGG(U DG) incident onu.

We first show that Algorithm 1 builds the structu&= (U DG) correctly.
For any linkuv € GG(UDQG)), clearly, we cannot remove them in Algorithm
1. For a linkuv ¢ GG(UDG), assume that a node is inside disk(u, v)
and both linksuw andwwv belong to UDG. If node: gets the message from
w first, and then gets the message fronclearly, uv cannot be added to
Ecq(u). If nodew gets the message fromfirst, then node: will remove
link uv from Egq(u) (if it is there) whenu gets the information of node.

It is not difficult to prove that structur€ G(U DG) is connected by induc-
tion if UDG is connected. In addition, since we remove a linkonly if there
are two linksuw andwv with w inside disk (u, v), it is easy to show that the
power stretch factor of structul®@G (U DG) is exactlyl (Li et al., 2002b).
In other words, the minimum power consumption path for any hedesu
andv in UDG is still kept inGG(U DG). Remember that here we assume the
power needed to support a link is |uv||®, for 3 € [2,5]. Notice that, as
mentioned in the literature€; G (U DG) is not degree bounded. For example,
when alln. — 1 nodes are uniformly distributed on a unit circle with thi
nodew as center, the node degreewfs n — 1. Figure 2(a) shows another
example, wherén — 1)/2 nodes are uniformly distributed on a unit circle,
another(n — 1)/2 nodes are on a half unit circle, and both circles have the
nth nodeu as center. The node degree of centdnis- 1)/2 = O(n) in GG,
as shown in Figure 2(c).

The following result is folklore.

THEOREM 2. (Li et al., 2001h GG(UDG) is a planar power spanner,
whose power stretch factor is

Hereafter, if it is clear that these structures are constcionUDG(V'),
we omit the(U DG) in the representation of all structures. For instance, we
will use GG to denote Gabriel Graph instead@t (U DG).
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10
3.1. DEGREE(K+5) PLANAR POWER SPANNER (ORDYAOGG)

One natural way to construct a degree-bounded planar pgaemnsr is to
apply the Yao structure on Gabriel graph. In (Li et al., 2002b, et. al
showed that the final structure by directly applying the Yawocure on GG
is a planar power spanner, call&t:oGG, however its in-degree can be as
large asO(n), as in the example shown in Figure 2(c). In this paper, we
present a new method by applying the ordered Yao structureGabriel
graph to bound node degree. The idea is similar with the ndeithdWang
and Li, 2003) where they apply Yao structures on the locdlibelaunay
triangulations to build a degree-bounded planar lengtmrspabased on a
locally computed ordering of nodes. The major differences 1y here we
only use 1-hop information instead of two hop informatiorhieh reduces
communication cost significantly; 2) we use Gabriel grapstaad of the
localized Delaunay triangulation, which makes the loelizethod much
simpler and more efficient; 3) the method used to bound theedeig also
different.

Since Gabriel graph is power efficient, we will then boundrtbde degree
of the Gabriel graph by removing some edges without destgothie power
spanner property. We will process the nodes in a specialr.ovileen we
process a node, we use the Yao structure to decide which unprocessed
neighbors will be selected, while keeping already proaksseghbors. Our
special order makes sure that when processing a node, ithashat mosb
processed neighbors. The algorithm detail is as follows.

ALGORITHM 2. CONSTRUCTDEGREE(K+5) PLANAR POWER SPAN-
NER OrdY aoGG

1. First, each node self-constructs the Gabriel gr&ghlocally based on
the strategy described in Algorithm 1. L&%(u) be the neighbors set
of nodeu in GG.

2. Second, each nodedecides its ordet locally as follows.

Two data structures at each nodare used in this algorithm:

(1) =[ ]: the list of the local orders of all neighbors @f(including itself)
in GG, where each element is initially set &si.e., unordered. Hence
m[v] denotes the order of node which is a neighbor of node or node
u itself.

(2) d(u): the number of its unordered neighbors known by node far,
which is initially set as its degree (GG.

(3) boQUERY: a flag indicating whether this node need perform a query
to its neighbors now. Initially, the flag is set asUSE if its degreed(u) >
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5 and TRUE otherwise. Notice that when the node is ordered (ip.} >
0), this flagpOQUERY is always set to ALSE.

The strategy of finding a local ordering is as follows:

a) If DOQUERY is true, then node queries all its unordered neighbor-
ing nodes by sending a messageeRy. The query messageu@Rry
contains only the ID of node.

b) When an unordered nodeeceives a messageJ@RY from a neigh-
boring nodeu in GG, it checks whethetl(v) < 5 andID(v) <
ID(u). If so, nodev replies node: a message AfLED QUERY with
the IDs of itself andu. Otherwise, node replies node:, a message
PASSEDQUERY with the IDs of itself andu.

c) If nodeu received a message it ED QUERY, nodeu setsDOQUERY
to FALSE. Node u will not perform such query until its degree is
decreased later, so there are at nfostunds of queries.

d) If nodeu receives messageaBSEDQUERY from all its unordered
neighbors, node sets

mlu] = max{x[v] [ v € Nag(u)} + 1,

setsDOQUERY to FALSE, and broadcasts[u] to its neighborsVe (u)
through message ¥ORDER.

e) If nodew receives a M ORDER message from its neighbarin GG
saying thatr[u] = k, it recordsr[u] locally, and updates it$(v) =
d(v) — 1. If w[v] = 0 andd(v) < 5, then nodev setsDOQUERY to
TRUE.

f) When nodeu finds thatd(u) = 0 andz[u] > 0, it can go to next step
to bound its degree in the final structure.

3. All nodes self-form the final topology based on the localeoing « as
follows. Initially, all nodes are marked with WTE color, i.e., unpro-
cessed. LelNpy i (u) be the set of neighbors afin the final topology,
which is initialized asVga(u).

a) If nodew is unprocessed (marked MWE) and has the largest or-
der w[u] among all its WHITE neighbors inNg¢(u), it divides its
transmission region (which is a unit disk centered at theenod
into k£ equal-sized cones, keeps one nearesti## neighborv €
Novae(u) (if available) in each cone and deletes others. Node
marks itself BACK, i.e., processed, and notifies all nodedVing (u)
of the deleted edges through a broadcast messagat#N. The
message BDATEN includes all unselected neighbors.
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b) Once the node receives the messagePDATEN for deleting edge
vu from its neighbomw, it deletes the nodefrom its local listNoy ¢ (u).

4. When all nodes are processed, all the remaining edgés € Noyaa(u), Yo €eGG}
form the final network topolog@rdY aoGG. Each node then can shrink
its transmission range as long as it sufficiently reachdaiittest neigh-
bor in the final topology.

LEMMA 3. The final topologyOrdY aoGG is a planar graph, whose node
degree is bounded by+ 5 wherek > 6 is an adjustable parameter.

PROOF The Yao graph construction does not add any edges to drigina
graphs, on the contrast, it only deletes edges. Hence tinarptaoperty is
inherited fromGG graph.

We then show that each node degree is boundeéd-b¥ in OrdY aoGG.

To prove this, we first review one important property for @lagraph: there
always exists a node with degree at masiClearly, our local ordering is
able to start, since there is at least one node with degre®sttonnitially.
Once a node is ordered, the neighboring nodes will updatertbde degree
accordingly. We clearly can repeat this procedure untihatles are ordered,
since the Gabriel graph induced on all unordered nodes myalwlanar. Let
P, be the neighbors of node in GG that are orderedfter . From our
processing order of nodes, these nodes will be markextB before node
u, i.e., being processed before We will then call P, predecessors of node
u. Clearly, in the local orderingr, every nodeu has at mosb edges to its
predecessorg, in GG, that is to say, before it is marked with.BCk, it has
at mosts processed neighbors.

When nodeu is processed, it could select at mdsbther unprocessed
neighbors into final structure, thus, its degree is boundeél & 5. Once a
node is marked with BACK color, its degree will be kept unchanged accord-
ing to our algorithm. This finishes our proof.

In Figure 2, we show thaFG andY aoGG cannot bound the node degree,
while our structureDrdY aoGG is indeed degree-bounded byt 5 = 14,
herek is set ad) in our experiment. We then prove that the final structure is
also power efficient.

LEMMA 4. OrdY aoGG is a power spanner di DG, and its power span-

ning ratio isp = m wherek > 6 is an adjustable parameter and
k

B € [2,5] is a constant depending on the transmission environment.

PROOFE Since theGG is a power spanner with spanning ratipwe only
need prove thaOrdY aoGG is a power spanner @G with spanning ratio
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p= m. The proof is similar to the proof for Yao on UDG (Li et al.,
k
2001b) and the later proof of Theorem 7. Due to space liratve omit
the details here.

We then analyze the total communication cost of Algorithr{i2Clearly,
the first step of building=G can be done using only messages: each mes-
sage contains the ID and geometry position of a node. (2) ébersl step of
computing local ordering can be done2in messages: First, an unordered
nodew sends out at most query messages containing its ID. Each such
query message is replied ldyu) neighbors. Since we perform a new query
only if d(u) decreases from last failed query, the total messages used fo
queries is at most - >°2_, (i + 1) = 20n messages. Second, an ordered node
u sends a message containing its ID and the local orderjngomputed.
The second step can thus be done in at Bbstmessages. (3) In the third
step, a processed nodewill inform all its WHITE neighborsv about the
deletion of the edgeww from Gabriel Graph (which has at mdst edges).
In the final topology OrdYaoGG, at least— 1 edges were kept to guarantee
the connectivity, thus, the total number of such messagas nsost2n. In
summary, the following lemma directly follows.

LEMMA 5. Assuming that both the ID and the geometry position can be
represented byogn bits each, the total number of messages of Algorithm 2
is then at mos24n, where each message has at mbisig n bits.

Additional communication and computation cost can be sabdlde de-
gree is expected to be bounded by 5 only. The modification is to let all
nodes with degree at mokt- 5 be initially marked as BACK, that is to say,
they do not participate in the third step in Algorithm 2.

Remember that the total messages of our Algorithm 2 is balibgé® (n).
This implies that the average number of messages per nodeassdant,
which is verified in our simulations presented later. Howgue the worst
case, the number of messages sent by some node could beesaadax@:).
Algorithm 2 can be modified to further bound the communicatimst of
each node. During the Yao construction in the third stepeats of using
message BDATEN to delete the unselected links, each node will notify its
neighbors of the kept edges. In other words, the messagatEN contains
the selected neighbor IDs instead of the deleted neighl®rTBe communi-
cation cost of each node can be bounded since at innsighbors are kept
during Yao construction. It is easy to show that each noddsahmosB1
messages during constructing GG and computing the localoatl most
QUERY messages are sent, and at n33sPASSEDQUERY or FAILED QUERY
messages are sent. The tradeoff is that the total commiamaaist could be
higher than that used in Algorithm 2 if the final topology isder.
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3.2. DEGREEK PLANAR POWER SPANNER (SYAOGG)

Algorithm 2 constructs a planar power efficient structuriegigt mos (n log n)
bits communications, and the final structure has a theatatiegree bound
k+5, wherek > 6 is a parameter. In this section, we propose a more efficient
method with much less communication cost during constaciNotice that,
the majority communication cost of Algorithm 2 is spent omguting a local
ordering of nodes so a bounded node degree is achieved. Gundsmethod
will eliminate this step while still achieving a bounded eatkegree. We still
process the nodes in a local order, which can be obtainely.d¢aach node:
uses the Yao structure to decide which neighbors will be: leyways keep the
closest processed neighbor if exists, otherwise keep tsesi unprocessed
neighbor. Clearly, this will bound the node degree, but, dissee later, it is
much tricky to prove the final structure is power efficiente §econd method
works as follows.

ALGORITHM 3. CONSTRUCT DEGREEK PLANAR POWER SPANNER
SY aoGG

1. First, each node self-constructs the Gabriel gr&jghlocally based on
the strategy described in Algorithm 1.

2. All nodes together self-form the final topology as followstially, each
node v is marked with WHITE color, i.e., unprocessed, and initializes
Nsyaa(u) as the set of all the neighbor nodegi:.

a) If a WHITE nodew has the smallest ID among its Wre neighbors
in GG, it divides its transmission region intb equal-sized cones
wherek > 8 is an adjustable parameter. In each cone, nodeecks
whether there are someLBCK nodes inNgyga(u) within same
cone:

i) Yes. Nodeu keeps the closestiBck neighborv € Ngyga(u)
among them and deletes all the other links in the cone;

ii) No. Nodeu keeps a closest WITE neighborv € Ngyga(u) (if
available) among them and deletes all the other links in ¢ime c

After processing alk cones, node: marks itself BAcCK, i.e. pro-
cessed, then notifies each deleted neighboring nmoiteGG by a
broadcasting messagePDATEN.

b) Once a WAITE nodev receives the messageeDATEN from a neigh-
boru in GG, it checks whether itself is in the nodes set for deleting: if
S0, it deletes the sending noddrom Ngy ¢ (v), otherwise, marks
uas BLACK inits local listNsy ga (v).
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c) Once a BACK nodev receives the messageeDATEN from a neigh-
bor belonging taVsy ca(v), it checks whether itself is in the nodes
set for deleting: if so, it deletes the sending nadeom Ngyca(v),
otherwise, marks as BLACK in its local listNgy g (v).

3. When all nodes are processed, all selected eflgds € Nsy i (u), Vv €eGG}
form the final network topology, denoted B coGG. Each node then
can shrink its transmission range as long as it sufficiergches its
farthest neighbor in the final topology.

Algorithm 3 further reduces the communication cost duringstructing
a degree-bounded planar power spanner, because we do rextdiéme local
ordering before construction.

Our analysis of the structur8Y aoGG relies on the following simple
observation.

LEMMA 6. In GG graph, if two edgesw anduw emanates from a single
nodeu, then both the anglgwwv and Zuvw must be acute.

PROOE We prove it by inducing contradiction. Suppose the anfjlew is
an obtuse angle, thdhwv|| < |juwl|, hence, all the three edges, vw and
uw are in the UDG graph. Thus, the circle with diameter contains the
nodev inside. According to the property @fG graph, edge:;w can not be
kept during GG construction. The contradiction is inducEis finishes the
proof.

THEOREM 7. The structureSY aoGG is k degree-bounded planar power

. \/55
spanner, whose power stretch factor is at most T—avasm )P’ wherek >

9is an adjustable parameter angl€ [2, 5] is a constant factor depending on
the communication environment.

PROOF First, the node degree is obviously boundedibpecause each
node only keeps one undirected edge in each cone. FigurdllR&ates
the SY aoGG structure self-constructed on theDG graph in Figure 2(a).
The node degree is indeed at mbst 9.

Second, the grapRY aoGG is planar, because the Gabriel gra@lr is
planar and Algorithm 3 does not add any more edges, thuslahanproperty
is inherited.

In the following, we show that the structufY aoGG is a power span-
ner. According to Theorem Z7G has power spanning ratib Hence, from
Lemma 1, it is sufficient to show that for any nodesnd v with an edge
uv € GG, there is a path connectingandv in SY aoGG with power cost at
mostp - [Juv|”.
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Given any edgeww € GG, we will construct a pathy «~~ v connecting
u andv in SY aoGG. If edgeww is kept in the final structure, then e« v
is justuv. Otherwise, assume that is removed® when processing node
There must exist a linkw selected by node in the same cone. Then« v
is the concatenation afw with w «~ v, see Figure 3. Notice that nodss
marked as processed in this stage. It is possible that tke:lincould then
be removed by node later on since node is not processed when process
nodeu. If so, we replace linkuw by u «~ w, see Figure 4 for illustration,
details will be explained later.

We then prove by induction, on the number of its edges, thatptth
u ~~ v has power cost, denoted pyu «~ v), at mostp||uv|”.

Obviously, if there is only one edge in «~ v, p(u e v) = |Juv|’ <
plluv||’. Assume that the claim is true for any path witedges. Then con-
sider a path: «~~ v with [ + 1 edges, which is the concatenation of edge
(or pathu «~ w) and the pathv «~ v with at mostl edges.

Without loss of generality, we always assume that the dinks removed
after nodeu is processed and linkw is selected in the cone. Notice that the
link uw could be removed later by nodeif w is processed after, so there
are two cases that need to be discussed carefully:

1. The first case is that linkw is kept in the final structure. Remember
that, as described in the algorithm, we always select theese&.ACK
neighbor in a cone if it exists; otherwise the nearestiV¢ neighbor is
selected if it exists.

(a) Bothw andwv are (b)w is BLACK
WHITE or BLACK andv is WHITE

Figure 3. The linkuw is kept in the final structure.

Figure 3 illustrates the situations that aHWE nodew starts Yao con-
struction in the cone. Suppose, we deletein the cone and choose edge
uw, Which is also kept in the final structure. Again, there are $wbcases
that need to be analyzed:

Subcase 1jluw|| < ||uv||. This subcase happens only when both nodes
v andw are processed (or unprocessed), and nodeletes linkuw

2 Notice that an edgev € GG can only be removed while processingetsdpoint node
u Or nodev.
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since the existence of closer processed (or unprocesseghjboe
w. Figure 3(a) illustrates the situation.

We bound the lengthwv|| respecting tdjuv||. Notice thaf|uw|| <
|uv|| andZwuv < § = 2X. The maximum length ofw is achieved
when||uw|| = ||uv|| because the angléuww is acute according to
Lemma 6. Therefore

0
[wol|| < 2sin = ||uv|| = 2sin ~|juv).
2 k
By induction, we have

p(u e~ v) = [[uw]|” + p(w e v)
< Jluw]? + pllwo]?
. T
< [luol|” + p- (2sin E)Blluvllﬁ

< plluv]”,

1

Subcase 2j|uw| > |juv||. This case happens only when nades pro-
cessed while nodeis not processed yet, and nodeeletes linkuw
since any processed neighbor has higher priority in ourrdkgo.
Figure 3(b) illustrates the situation.

We bound the lengtfwuv|| respecting tdluw||. Notice thaf|uw|| >

|uv|| andZwuv < § = 2L < Z according to Lemma 6. So we have

S0 2 o
sin% uvj| =

T < Zuwv < Zuvw < F. Consequentlyjuwl|| <

V2||uv||. The maximum length ofw is achieved wherjuw|| =
|luv|| because the angléuww is acute. Therefore

Jwo]| < 2sin %HuwH < 2\/§sin%||uv||.

By induction, we have

plu e ) = Juw]® + p(w = v)
< Jfueo]? + pljewo]?
< (VD (1+ p(2sin 2)°)|uv]”

< plluvl?,

\/§B
whenp > 1-(2v2sin T)8"

SYaoGG MONET-fi nal . tex; 14/07/2004; 17:42; p.17



18

2.

The second case is that linkv is later removed by node. We show
that the spanning ratio is still kept. Notice that, this ceseld only suc-
ceedSubcase 1The link uw in Subcase 2see Figure 3(b), can never be
removed in our algorithm, since both nodeandw have processed and
kept this edge. An edge can only be removed by its endpoihis.ig the
tricky case in this algorithm.

(a) processing (b) processingu

Figure 4. Link uv is removed when processing nodéillustrated in the left figure) and link
uw is then removed by node later (illustrated in the right figure).

Figure 4(a) shows the situation that aHWE nodew selects a linkuw

in a cone, where the neighbor nodeis not processed. Figure 4(b) il-
lustrates the scenario when nodeprocesses its neighbors: since it has
two processetineighborsu andz in the cone, it will select the nearest
processed neighbor in that cone, which is nod®bserve that after node
w decided to keep linkvx and remove linksw, the link wz will be kept

in the final structure since both end nodeandz are processed and only
an unprocessed node can remove its incident links laterioDsly, from
the selection procedure, we know that

[uv]] = [Juw]] = [lwz]].

Notice that, both nodes andx select the nodev in one of their cones
when they are processed before nadgtarts its processing. Nodethen
selectsr instead ofu becausevx is shorter. Consequently, nodedoes
not have any neighbors kept in the nade cone shown in Figure 4(b).
This is a sharp contrast to our first struct@edY aoGG, in which every
node always keep an edge in each cone if it originally has eighhor
from Gabriel graph. Then the path«~ u connecting nodes andv is
composed of path «~ w, link wz and pathz «~ u. The total power
cost of the pathy «~ u is

3 Nodexz must also be a processed node, otherwiseill definitely selectu instead ofx
according to our rule.
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pu o v) = wz|” + p(w e v) + p(u e )
< [Jwz||” + pllwo]|” + plluz]”
T
< [wz||” + p(2sin E)ﬁ(\luv\lﬁ + Juw]]”)

.
< Juv]°(1 + 2p(25in 7))

k
< plluol)?,
Whenp 2 W
.. . . \/55 C e
All conditions aboutp are satisfied whep = T—Gvesn) This finishes
the proof.

We then analyze the communication cost of Algorithm 3. (Batly, the
first step of buildingGG can be done using only messages: each message
contains the ID and geometry position of a node. (2) In thesgdstep of
the algorithm, initially, the number of edges in Gabriel @ras less than
since it is a planar graph. Clearly, there are at massuch removed edges
since we keep at least— 1 edges from the connectivity of the final structure.
Thus the total messages used to inform the deleted edgesféom at most
2n. Then the following lemma directly follows.

LEMMA 8. Assuming that both the ID and the geometry position can be
represented bjog n bits each, the total number of messages by Algorithm 3
is at most3n, where each message has at mblsig » bits.

Similarly, if the message RDATEN contains the selected neighbor IDs
instead of the deleted neighbor IDs, then the communicatast of each
node also can be bounded by+ 1 since at mosk neighbors will be kept
during Yao construction.

Theoretically, compared witWrdY aoGG, the topologySY aoGG has
lower node degree bound while higher power spanning ratim¢éoWorth
to mention that, our simulation later shows the power spanpmatios of
OrdY aoGG andSY aoGG are very close in practice.

4. Performance Evaluation on Random Networks
We evaluated the performance of our new degree-bounded|andrspan-

ners by conducting simulations on randomly deployed waeked hoc net-
works. In our experiments, we randomly generated alsetf n wireless
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nodes and/ DG(V), then tested the connectivity 6fDG(V). If it is con-
nected, we construct different localized topologiesloRG(V'), including

our new topologierdY aoGG and SY aoGG, some well-known planar
spanner topologie§G(Bose et al., 2001; Karp and Kung, 2000)30GG (Li

et al., 2002b), and3 P.S(Wang and Li, 2003). Then we measure the sparse-
ness, the power efficiency and the communication cost daodngtruction of
these topologies.

In the experimental results presented here, we generataddom wire-
less nodes in 20 x 20 square; the parametgyi.e., the number of cones, is set
to 9 when we construcBP.S, OrdY aoGG andSY aoGG; the transmission
range is set t@. We tested all preferred properties described in Sectign 2.
of these planar structures by varying node number fBonio 300, where
100 node sets are generated for each case to smooth the posskleffects
caused by some exception examples. The average and the unmaxivare
computed over all thesg0 node sets.

4.1. POWEREFFICIENCY

The most important design metric of wireless network toggles perhaps
the power efficiency, as it directly affects both the node thiednetwork life-
time. So while our new topologies increase the sparsenegsdbes it affect
the power efficiency of the constructed network? First, vee pewer stretch
factors of all structures. In our simulations, we set poviraation constant
6 = 2. Setting largers, from our proofs, we expect to see smaller spanning
ratios of our structures. In Figure 5, we summarize our éxpartal results of
power stretch factors of all these topologies. It showsfate power stretch
factors are small in practice, just arouhd02, exceptGG has power stretch
factor 1. In other words, the path remaining in the sparse planactsires
can estimate the shortest path in the original communicajraph without
too higher power consumption. It is not surprising that terage/maximum
power stretch factors @adrdY aoGG andSY aoGG are at the same level of
those ofGG while they are much sparser.

Another interesting thing to notice is th@trdY aoGG has smaller power
spanning ratio thall coGG, even thougtDrdY aoGG is sparser thall acoGG
theoretically and practically (Refer Figure 7). One reasdhatOrdY aoGG
is more uniform thart’ aoGG. Hence, the proper ordering scheme can con-
serve more energy.

Notice that after constructing the sparse structures, & ad shrink its
transmission energy as long as it is enough to cover the $bregjacent
link in the structure. By this way, we define the node transiors power
for each node: in a constructed structure as followsalthas a longest link,
sayuw, in the structure, then the node transmission energy isf ||uv||®.
As expected, Figure 6 shows the average node transmissagyeof each
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Figure 5. Average and maximum power spanning ratio of different topias.

topology decreases as the network density increases. Wer peeeded by
each node in our new structurés-dY aoGG and SY aoGG is almost same
with that by GG, which is much less than its maximum transmission energy
(which is8” here = 2 in our experiment). Each node iRPS need to set
higher transmission energy since it has more neighbor<ifgdly, BPS is

a supergraph of the Gabriel graph and our new structuresibgeagphs of the
Gabriel graph.

4.2. NoDE DEGREE
The node degree is an important performance metric in veisedel hoc net-

works, since the degree of each node directly relates towgpconsumption
and the global network performance.
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Figure 6. Average node transmission power of different topologies.

The average and maximum node degrees of each topology asm sho
Figure 7. It shows thaDrdY aoGG andSY aoGG have less number of edges
(average node degrees) thEnoGG, GG and BPS. In other words, these
graphs are sparser. Notice that the node degrégro$ is much higher than
those of other graphs, sind@PS uses many edges fromDel which is a
supergraph (thus much denser thanj-¢f, see Figures 2(b) and (c), while all
the other structures discussed here are subgraphs of thi@mhph. Recall
that theoretically, onh\BPS, OrdY aoGG andSY aoGG have bounded node
degree (both for in-degree and out-degree). In (Li et alQ1®Q Li et al.,
2002h), Liet al. gave an example to show thRIVG, GG, and L Del could
have large node degree (in-degree Ya& andY aoGG). Notice that, in our
experiments, since the wireless nodes are randomly diggdln two dimen-
sional space, it is easy to understand that the maximum negiee ofGG
andY aoGG are not as big as the extreme example, however, it can happen.
Recall that we prove@rdY aoGG andSY aoGG have bounded node degree
k + 5 andk respectively. In Figure 2, we give a special example to shmmw t
theoretical node degree bound OrdY aoGG andSY ao, where two group
wireless nodes, with siz&7 each, are uniformly distributed on a unit disk
and a half-unit disk respectively. Both disks are centetamha nodeu with
ID = 0. Figure 2 shows the unit disk graph, which is a complete grapd
other structures built on it. Notice th&tG andY aoGG keep all the links to
u in the inner cycle, whileBPS and OrdY aoGG can remove some links
to bound node degree, ad aoGG has the best node degree bounet 9.
Notice thatB P.S is constructed based dnDel, and it also added some edges
to keep the length spanner property, so it is the densestgthem.
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Figure 7. Average and maximum node degree of different topologies.

Beside the node degree of all these structures, we are dEesied in
another kind of node degree, callptlysical node degred-or each nodex,
it has a longest link, sayv, in a constructed structure. Then the physical
degree ofu is defined as all nodes such that|uw| < ||uv]||. This is the
total number of nodes that can cause direct interferendewithe average
and maximum physical node degrees of each topology are shofigure
8. They are higher than the node degrees in Figure 7 as expdéuieever
they follow the same pattern of curves. Moreover, the ptessitierference
increases slightly while the number of wireless nodes grdWs is tolerable
because each node also decreases its transmission ramgsvadis Figure 6
and the average number of actual physical neighbors of ais@eunds in
our simulations.
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Notice that for randomly deployed wireless networks, thmeuation re-
sults do not show big difference between the proposed stestand the
structures GG and YaoGG. The reason behind it is that, falaruty de-
ployed networks, the structures GG and YaoGG will have snwalk degrees
with a high probability. Then, the additional steps in ourtheels to bound
the node degree will do nothing in this case. However, ouwrcires can
theoreticallybound theworst casgperformance with only a sufficiently small
communication overhead, e.g., the structure SYaoGG caartsracted with
at most3n messages.
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Figure 9. Communication cost during construction@fdY aoGG andSY aoGG.

4.3. COMMUNICATION COSTDURING CONSTRUCTION

In Section 3 we proved that the localized algorithms cowrsitng OrdY aoGG
andSY aoGG use at mosO(n) messages. We found that when the number
of wireless nodes increases the average messages usedinodador con-
structing them is still in the same level. Figure 9 summariagr experimental
results of the communication costs in each node during thstoaction of
OrdY aoGG and SY aoGG. Here we do not compare our communication
costs with that ofB PS, since it use2-hop neighbors information and needs
to build L Del® (U DG) which costs much more messages for sure. It is clear
that the network becomes more and more dense while the nwhimneless
nodes increases. However, experiment shows that thededamethod does
not cost more messages on each node even when the graph betemser.
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An interesting observation is that the average number obages per node
for structuresOrdY aoGG is arounds though the theoretical bound 24. It
is reasonable because nodes do not always dutnyes in local ordering in
practice. Notice thatY aoGG costs much less messages thianlyY aoGG
does, so it is indeed a very efficient topology constructicgthod. This is
expected and consistent with our theoretical analysis.

Moreover, simulations results in all charts also show thafterformances
of our new topologie®rdY aoGG and SY aoGG are stable when number
of nodes changes.

5. Conclusion

We proposed several novel localized algorithms that coostenergy ef-
ficient routing structures, where each node has a boundecalemd the
structures are planar, for wireless ad hoc networks matlddie unit disk
graph (UDG). Our first structure has a bounded node degrees where
integerk > 6 is an adjustable parameter; its power stretch factor is n@mo
thanp = W it is planar; and it can be constructed locally2n

messages, where each message’hsg n) bits for a wireless network of
nodes.

Our second method improves the degree bountl &nd keeps all other
properties, except that the theoretical power spanning istelaxed tq =

6
1-(29/?#1)13' wherek > 8 is an adjustable parameter. We showed that the
k

second structure can be constructed using at Broshessages, where each
message had(log n) bits.

We conducted extensive simulations to study these new espeatsvork
topologies and compared them with previously known efficeructures.
Theoretical results are corroborated by the simulations.

Notice that the bounded node degree of a structure canncarea that
the structure has a small link interference. We would liksttmly how to con-
struct efficient topologies with small interferences winiéng power efficient
and having a bounded node degee.
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