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Abstract— Conventionally, most network protocols assume that ~ Nisan and Ronen [1] studied the unicast routing problem
the network entities who participate in the network activities in non-cooperative networks and introduced the idealef
will always behave as instructed. However, in practice, most gorithmic mechanism desigthey proposed to give the ASs
network entities will try to maximize their own benefits instead
of altruistically contribute to the network by following the somepropgr payments to ensure that every AS conforms .to
prescribed protocols, which is known asselfish Thus, new the prescribed protocol regardless of all other ASs’ behavior,
protocols should be designed for thenon-cooperative network which is known asstrategy-proofor truthful. They designed
which is composed of selfish entities. In this paper, we specifically the payment for unicast by using the VCG mechanism[2], [3],
show how to designstrategyproof multicast protocols for non- 141 \which is considered as one of the most positive results in
cooperative networks such that these selfish entities will follow P . . .
the protocols out of their own interests. By assuming that a group algo_rlthm mechanism design. L_Jnfortl._lnately, VCG mechanism
of receivers is willing to pay to receive the multicast service, we has its own drawback. For multicast, if we want to apply VCG
specifically give a general framework to decide whether it is mechanism, the multicast tree should have the least cost among
possible, and how if possible to transform an existing multicast a|| trees spanning the receivers. However, finding the minimum
protocol to a strategyproof multicast protocol. We then show how cost multicast tree is known to be NP-Hard for both edge

the payments to those relay entities are sharedairly among all . .
receivers so that it encourages collaboration among receivers. Aswelghted networks [14], [15] and node weighted networks

a running example, we show how to design the strategyproof [16], [17]. If we insist on applying the VCG mechanism to
multicast protocol for the currently used core-based multicast a multicast topology that does not have the minimal cost,

structure. We also conduct extensive simulations to study the \VCG mechanism may fail [18]. Thus, some payment schemes
relations between payment and cost of the multicast structure. other than VCG mechanism should be designed for multicast.
Index Terms— Control theory, combinatorics, economics, non- Recently, in [18], the authors proposed several non-VCG

cooperative, multicast, payment, sharing. strategy-proof payment schemes for several commonly used
multicast trees. In this paper, instead of focusing on some
l. INTRODUCTION specific multicast structures, we study whether it is possible

to transform a multicast protocol based on any given multicast

Multicast has received considerable attentions over the pgglology to a strategyproof multicast protocol, and if possible,
few years due to its resource sharing capability. In multicagje, to design the strategyproof protocol.

there is a topology, either a tree or a mesh, that connects th%esigning a truthful payment scheme is not the whole

source to a set of receivers, and packet is only duplicatgfhry for many practical applications. A natural question has
at the branching nodes. Numerous multicast protocols ha¥epe answered is who will afford the payments. A simple
been proposed, and most of them assumed that the netwgiktion is that the organization to which the receivers belong
entities, either links or nodes, will relay the multicast packe]gayS [18]. However, this solution is not panacea. In many
as prescribed by the multicast protocol without any deViationplications such as video streaming, often the individual

However, the Internet, which is composed of differéml- | eceivers have to pay the relay agents to receive the data.
erogenousandautonomous systeni8sS), raises a doubt about oy, to charge the receiver for multicast transmission has
this common t_)ehef. Alth_ough multicast ben_ef_lts the_ Wholgeen studied extensively in literatures [19], [20], [21], [22],

system by saving bandwidth and resource, it is dubious th8%) [24]. In most of their models, they assumed that 1) every

multicast will also bring benefits to every individual node ofecejver has a valuation for receiving the data and the receiver
link who relays the packet. Thus, it is more reasonable {9 seffish, 2) all relay agents are cooperative and reveal their
assume that these ASs, probably owned by some organizatigig cost, and 3) the multicast tree is formed by the union of

and private users, areelfish aim to maximize their OWn e shortest paths from the source to receivers. In the sharp
benefits instead of faithfully conform the_ prescrlbfad multicaghntrast, in this paper, we also take the selfish behavior of
protocol. A network composed of selfish ASs is generalipe relay nodes (or links) into account. Thus, we model the

known as anon-cooperative network network differently by assuming that 1) the relay agents are
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left for future exploration: what happens if both the receiversaximize its utilityregardlessof what other agents do. In this
and relay agents are selfish and each receiver has a valuatiaper, we are only interested in mechanisis= (O, P)
and would receive the data if and only if its valuation is great#¢nat satisfy the following three conditions:

than what it needs to pay according to a strategyproof multicast]) Incentive Compatibility (IC): For every agenti,

protocol. wi(ts, O(r['t:)) +-pi(r|'ts) = wi(t:, O()) +pi(r) ¥r.
One thing we should point out is that algorithmic mecha- 2) Individual Rationality (IR) : It is also called Voluntary

nism design is not the only way to achieve strategyproofness.  participation. Every participating agent must have a non-

There are lots of literatures which use Nash equilibrium, a  negative utility, i.e.w;(ti, O(]it;)) + pi(7]t;) > 0.

state at which no agent can improve its utility by unilaterally 3) polynomial Time Computability (PC): ©® and P are

deviating from its current strategy when other agents keep their - computed in polynomial time.

strategies. Since Nash equilibrium has a weak requirement fok;c G mecHANISM: Arguably the most important positive

the strategies used by the agents, it often can achieve a Wide! it in mechanism design is what is usually called the

variety of outcomes. _ _ generalized Vickrey-Clarke-Groves (VCG) mechanism [2],
The main contributions of this paper are two-folded. Flrksﬁ% [4]. A direct revelation mechanismi/ = (O(t), P(t))

we present a general framework about whether it is possi longs to the VCG family if (1) the outpud(t) computed
and how if possible, to transform an existing multicast protocglb caq on the type vectermaximizes the objective function
to a strategyproof one. We then show how the paymentsg}f)m #) = 3, w;(ti,0), and (2) the payment to agertis
the relay agents are shardairly among the receivers. Asp(t) =y, ?wl(t» O(t))+h;(t_;). Hereh;() is an arbitrary

a running example, we show how to design a strategypraghciig ofjt?ﬁ_lj. Itis proved in [4] that a VCG mechanism is
multicast protocol, and how the payments are shared amapGnful. i.e.. éatisfying the IC property. Under mild assump-

receivers when the least cost path tree is used for multicaglng \ycG mechanisms are the only truthful implementations
We also conduct extensive simulations to study the relatlg[ﬁ for utilitarian problems, i.e.g(o,t) = 3, w;(t;, 0)
between payment and cost of the multicast structure. Ou ' ’ L

simulations show that by only overpaying a small amount

the relay nodes (or links), each relay node (or link) will declare’ Network Model and Problem Statement

its true cost to maximize its profit. Consider any communication netwotk= (V, E, ¢), where
The rest of the paper is organized as follows. We introdude = {v1,---,vn} IS the set of communication terminals,
some preliminaries, related works, our communication moddf, = {€1, ez, -+, e} are the set of links. Every agentin

and the problems to be solved in Section II. In Section I, wiée network has a private cost to transmit a unit size of
discuss the existence of truthful payment and how to find it @ta. Here agents could be either terminals or links whoever
a given multicast structure is used. We show how to desigrf@uld behave selfishly. If agents are terminals tlieis node
truthful multicast protocol based on a specific routing topologiyeighted; if agents are links thefi is link weighted. Given
in Section IV. Several other important issues are discusseddirset of terminal€) = {q1,¢2,--- , ¢} C V who are willing
Section V. The performance study of our proposed truthft@ receive the data, we will design a multicast protocol that
core-based multicast protocol is presented in Section VI. Wel) constructs a topology (a tree, a mesh, a ring, etc) that
conclude our paper in Section VII. spans these receivers;

2) calculates a payment for each relay agent according to

Il. TECHNICAL PRELIMINARIES a payment schemthat is strategy-proof;

A. Algorithmic Mechanism Design 3) charges each receiver according topdcing scheme
In a standard model of algorithm mechanism design, there ~ that is reasonable We will formally define what is
aren agents{L 2, ,’fl}. Each agenb’ c {17 . ’n} has reasonable in subsection IlI-C.

some private information ¢;, called itstype e.g. its cost to  For the convenience of our analysis, we assumedhaty,
forward a packet in a network environment. All agents’ typis the source node in one specific multicast and the size of the
defines aprofile t = (t1,t2, -+ ,t,). Each ageni declares a data is normalized tad. We also assume throughout this paper
valid type 7/ which may be different from its actual type that agents in the network will natollude to improve their
and all agents’ strategy defines a declared type vecter profits together. In order to prevent the monopoly, we assume
(t1,+++ ,7n). A mechanismM = (O, P) is composed of two the network is bi-connected.

parts: an output functio® that maps a declared type vector One thing we should highlight here is that instead of
T to an outputo and apaymentfunction P that decides the reinventing the wheels by designing some new multicast
monetary payment; = P;(r) for every agent. Each agent structures, we focus on how we can design a truthful payment
has a valuation functiom; (t;, o) that expressed its preferencescheme for the existing multicast protocols to ensure that they
over different outcomes. Agents utility or called profit is work correctly even in non-cooperative networks. Based on
u;(t;,0) = w;(t;,0) + p;. An agenti is said to berational if the truthful payment scheme we designed, we further study

it always chooses its strategy to maximize its utilityw;. how we charge the receivers in a reasonable way.

Let 7—; = (71, " ,Ti—1,Tit1,"* " ,Tn), I-€., the Given a structured C G, we usew(H) to denote the sum
strategies of all other agents except and 7|'t; = of the costs of all agents in this network. If we change the cost
(11,72, ,Ti—1,ti, Ti+1, - » Tn). A mechanism isstrategy- of any agent (link e; or nodew;) to ¢}, we denote the new

proof if for every agenti, revealing its true type; will network asG’ = (V, E, c|'c}), or simply c|c,. If we remove



one agent from the network, we denote it ag’oco. Denote Intuitively, we may still want to use the VCG payment
G\e; as the network without link;, and denote>\v; as the schemes for these multicast topologies. Notice that an out-
network without nodev; and all its incident links. For the put function of a VCG mechanism is required to maximize
simplicity of notations, we will use only the cost vectoto the total valuations of agents. This makes the mechanism
denote the networks = (V, E, ¢) if no confusion is caused. computationally intractable in many cases, e.g., multicast.
Notice that replacing the optimal algorithm with non-optimal
approximation usually leads to untruthful mechanisms [18].
C. Related Work Thus a mechanism other than VCG is needed when we cannot
Routing has been part of the algorithmic mechanism-desifind the optimal solution or the objective is not to maximize
from the very beginning. Nisan and Ronen [6] provided #he total valuations of all agents. This paper presents the
polynomial-time strategyproof mechanism for unicast routirfiyst generalframework to design strategyproof mechanism for
in a centralized computational model. Each liakof the multicast in which we cannot find the structure with minimum
network is an agent and has a private ctssbf sending a total cost.
message. Their mechanism is essentially a VCG mechanism.

The result in [6] is extended in [25] to deal with unicash Existence of the Truthful Payment Mechanism

problem for all pairs of terminals. They assume there is a . .
. . . Before we design some truthful payment scheme for a given
traffic demandr; ; from a nodei to a nodej. They also gave ; :
' mullticast topology, we should decide whether such payment

a distributed method to compute the payment. Anderegg aSnF eme exists or not. Following definition and theorem wiill

Eidenbenz [26] recently proposed a similar routing protocg - i .

. : resent a sufficient and necessary condition for the existence

for wireless ad hoc networks based on VCG mechanism aga?n.

. . . of the truthful payment scheme.

In [29], Wang and Li proposed an asymptotically optimum

centralized method to compute the payment for unicast andDefinition 1: A method©O computing a multicast topology

showed that there is truthful mechanism that can prevesdtisfies thenonotone property (MP) if for every agent and

collusion. fixed c_;, following condition is satisfied: If ageritis selected
For multicast, Feigenbaut. al [23] assumed that there isas a relay agent with cost,, then it is also selected with a

a universal tree spanning all receivers and for every sulisesmaller cost;, .

of _recelvletrs, the dspar(;néng trdé.(R) Sé?_ﬁ:ely 6} part of thed Obviously, the above condition is equivalent to the following
universal tree induced by receiver €Y @S0 assumed -, yition: There exists a threshold valag O, c_;) such that

; ; : ) : 0
::r;ar;rt:jrrl?c;ic?nplrnblllgz dkrr]g(\:/\gi]vgkwti:lcl) ?tesgioglitjribvég](ea%i is selected as a relay agent, then its cos'F is at most
which is the amount of money he/she is willing to pgy tm(O,c,i). For the.convenlence of our present_atlon, we use
receive the data, which may be different from its true private i(c) :.1 (respectively0) to denote th_at agentis selected

. espectively not selected) to the multicast topology when the
known valuationw;. The source node then selects a subs g

. : L : d})st vector isc.

R C @ of receivers according to some criteria. They studie
how to select receivers and proposed to @&®pely value Theorem 1:Given a methodO computing a multicast
andmarginal costto share the link cost. Maximizing profit in topology, there exists a paymeft such thatM = (O, P)
strategy-proof multicast was studied in [7], [8] ([8] is baset strategyproof iffO satisfies monotone property.
on cancellable auction [9]). Sharing tlkest of the multicast Proof: We first prove if there exists a truthful payment
structure among receivers was studied in [10], [27], [11], [12pased orO thenO satisfies the monotone property. We prove
[24], [13] so some fairness is accomplished. In [18], Wang it by contradiction by assuming there is a truthful payment
al. studied how to design strategyproof multicast protocols fschemeP based onO that does not satisfy MP. From the
various multicast trees when the relay terminals or links agefinition of MP, there exists an agehtaind two cost vectors
selfish and the receivers will relay the data for peer receiveriéc;, andc|'c;,, wherec;, < ¢;, such that0;(c|’c;,) = 1 and
for free. Oi(cl'ei,) = 0. Let pi(c|'cs,) = p andp;(c|'ci,) = pj.

Consider a network with a cost vectafc;,, the utility for
agenti when it reveals its true cost ig;(c;;) = pY. When
agenti lies its cost toc;,, its utility becomesp! — ¢;,. Since
payment schem® is truthful, we havep? > p! — ¢;,.

Several multicast topologies have been proposed and use8imilarly we consider another network with a cost vector
in practice and it is expected that more topologies will béic;,. Agenti's utility is p} — ¢;, when it reveals its true
proposed in the near future. It will be difficult if not impossiblecost. Similarly, if it lies its cost ta;,, its utility is p{. Since
to design a strategyproof multicast mechanism for each jyment schem® is truthful, p{ < p! — ¢;,.
these topologies individually. Thus, instead of studying someThus, we havey! — ¢;, > p? > p! — ¢;,. This inequality
specific multicast topologies, we present a general framewaonkplies thatc;, > ¢;,, which is a contradiction.
to decide whether there is, and how to design if it exits, a We then prove that ifO satisfies the monotone property
strategyproof mechanism for any given multicast topology. When there exists a truthful payment based®@nWe prove it
also consider how to charge the receivers to cover the totsd constructing the following payment scherRefor a given
payments to the relay agents. a networkG = (V, E, c).

IIl. CHARACTERIZATION OF THE TRUTHFUL MULTICAST
ROUTING



Algorithm 1 Payment Schem@

1: For any agent not selected to relay, its payment(s
2: For any agent selected to relay, its paymentis(O, c_;).

Theorem 2:Given n multicast methods)?!, ..., O" sat-
isfying monotone property, and:(O¢, c) is the threshold
values for©® wherel < i < n. Then the output method
O(c) = O (c)\J O%*(e) \/ - - - ) O™ (c) also satisfies monotone
property. Moreover, the threshold value ©ris

From the definition of MP, the IR property is obvious. Thus K(O,¢) = max {K(O',c)}.
we only need to prove that the payment schebeatisfies 1<i<n
IR. We prove it by cases. The proof of this theorem is quite simple and is omitted

Case 1: Agent i lies its cost upward t@; or downward here. We will show how to use this simple combination
to ¢;, but it does not change the output whether ager# technique in Section IV.
selected or not. Notice for fixed_;, when the output of agent 2) Round-based MethodMany multicast topologies are
¢ does not change, its payment is the same. Thus, agentconstructed in aound-basedmanner: for each round they
utility keeps the same which in turn implies that agéxbes select some&nselectedgents, update the problem and the cost
not have incentive to lie in this case. profile if necessary. Following is a general characterization of

Case2: Agenti is selected when it reveals its actual cost round-based method that constructs a multicast topology.
¢;, and it lies its cost upward tg; such that it is not selected.

From the property of MP, we know; < x;(O,c_;). This Algorithm 2 A Round-Based Multicast Method
ensures that ageritgets non-negative utility when it reveals 1. set; = 1 andc() = ¢ and Q) = Q initially.
its actual cost;. When: lies its cost taz;, it gets zero payment . repeat

and zero utility. Therefore, agentwon't lie in this case. 3 LetO" be a deterministic method that decides in round
Case3: Agenti is not selected when it reveals its actual cost r whether agent is selected or not.

¢;, and it lies its cost downward tg' such that it is selected. 4. ypdate the network cost vector and receiver set, i.e., we

Similarly, we havec; > «;(O, c_;), which implies that agent obtain a new network cost vectef’ 1) and receiver set
i gets a non-positive utility. Comparing with the zero utility Q(+1) according to aipdate ruleld’:

when agent reveals its true cost, agentlso has no incentive S o B -
to lie in this case. U= 0" x [, QU] — [, QUL
This finishes our proof. [ ]

5. until thedesired propertyof the multicast topology is met
Actually, if we require that relay agents who are not selected: Return the union of the relay agents in all rounds as the

should receive zero payment, our payment scheme illustrated final output. Here, every agent can be selected at most

by Algorithm 1 is theonly strategy-proof payment scheme, Once.

The proof is omitted here due to space limit.

To help the understanding of general round-based method,
we present a multicast topology that is constructed in such
way. The example we used is the polynomial time method in

Given a multicast structure satisfying MP, it seems quifa5] that finds a multicast topology whose cost is no more than
simple to find a truthful payment scheme by applying Algoz times of the minimum cost Steiner tree (MCST) in a link

rithm 1. However, sometimes the process to find the threshgl@ight network. For the completeness of our presentation, we
value in Algorithm 1 is far more complicated. As to oukeview their method here.

knowledge, our approach presented later is the first ever effort

to find the threshold value efficiently. Instead of trying to givélgorithm 3 Link Weighted Multicast Structure [15]

a unified approach that can find the threshold value for all: repeat

multicast topologies satisfying MP, we present some usefut: Find one receiver in the receiver s€, say g;, that

B. Rules to Find the Truthful Payment Scheme

techniques to find threshold value under certain circumstances.

Our general approach works as follows. First, given an output
method© that computes a multicast structure, we decompose
it into several simpler output methods. We then find thes:
threshold value for each of the decomposed methods. Finally,
we calculate the original threshold value by combining the

threshold values for those decomposed methods.

is closest to the source, i.e., theLCP(s,¢;,d) has

the least cost among the shortest paths froito all
receivers.

Connectg; to the sources using the least cost path
between them. Update the cost of all edges on this path
as0. Removeg; from the receiver sef).

4: until no receiver remains

1) Simple CombinationGiven a multicast method, let
k(0O,c) denote an-tuple vector

Hereno receiver remaingorresponds to thdesired prop-
(O, cn)). ertiesof general round-based methab' P(s, ¢;, d) in round
r corresponds t@"; updating cost of edges abC'P(s, ¢;, d)
Here, x;(O, c_;) is the threshold value for agentwhen the to 0 and removingg; from Q is the update rulez/".
multicast topology is computed b and the costs_; of all Figure 1 shows how to apply Algorithm 3. Initially, the
other agents are fixed. We then present a simple but usg@teiver setig) = Q' = {q1,¢2} and the link costs are shown
technique to find the threshold value. in Figure 1. The first round selects the nearest receiyémom

(’{1(07 071>, ,‘Qg((/)’ 072), .



s, and its corresponding patfvsg. is selected. Remove, Algorithm 4 Computing payment for selected agénbased

from Q! and set cost of linksvs andvsgs to 0. The network On round-based multicast meth6d

in the end of first round is shown in Figure 1 (b). In the secondt: Initially set the cost of: to oo andr = 1.

round, the receiver set ©2 = {q,}, and the least cost path 2: repeat

from s to ¢ is svsvivsq; instead of the least cost patiy; 3:  Find the threshold value for agerit based onO"

in original network. The final multicast tree, shown as solid under cost vector:(f,l and receiver seQ"). Let ¢, =

lines in Figure 1, is the union of the two paths. k(0" c” ) be the threshold value found. Here we set
¢, = 0 if agentk cannot be selected in this round for
any cost.

4: Update cost vector and receiver set to obtain the new
cost vectore"tD) and QU1 Setr = r + 1.

5. until a valid output is found

6: Fix c_; and assumer is the payment for agent. Let

z" be the cost for agenk in round r if the original

o % % 4 % cost isc|*z. Thenx the minimum value that satisfies the
(a) The original  (b) !\Ietwork after (c) Network after following inequationsz’ > ¢; for 1 <i < r.
network first round second round

Fig. 1. lllustration of Algorithm (3). Heres is the source node.

tree found by Algorithm 3. In the first roundzv, can not be
. . selected, thug; = 0. In second round, it is easy to observe
independentf for any unselected agerit ; :
(r+1) (r41 o) fchat whenvsvy's cost is smaller_ thar9.9, the pathvzvsvsq
« c-; ~and@"") do not depend om; . is selected and whemyvy's cost is greater thaf.9, pathsg,

e Fixed "), if d”) < c{”) thend{" ™" < "*Y). is selected. Thus, the threshold value #gv, in this round is
Theorem 3:A round-based multicast metho@® satisfies ¢2 = 0.9. Notice the updating by Algorithm 3 does not change
MP if, for every roundr, method©" satisfies MP and the the cost of an unselected agent, thus the final threshold value

updating function{” is crossing-independent. is simply the maximum of; and ¢;, which is0.9. In other
Proof: For an agent, fix the original costc_; of all words, we have to pay linksv, 0.9. Similarly, we can find

other agents. We prove thatifis selected when theriginal all selected edge’s threshold value as shown in Figure 2 (b):

cost vector isa = {c_;,¢;}, then it is also selected whenthe numbers in the parenthesis are the threshold values.

the original cost vector i$ = {c_;, ¢/} such thatc, < ¢;.
Without loss of generality assume thats selected in round C. Reasonable Charging Scheme
r under cost vector. Then under cost vectdr, if agenti is
selected before round our claim holds. Otherwise, in round
r,a”) = ") anda(” > ") since agent is not selected
in the previous rounds. Noticeis selected in rouna under
cost vectoragr), thusi is also selected in round under cost
vector bgr) from the monotone property of the methdd'.
This finishes the proof. ]

Definition 2: An updating rulel{" is said to becrossing-

For a given set of receivers, after we calculate the payment
pr(d) for every relay agent based on a declared cost veator
it is natural to ask who will pay these payments. Two possible
payment models have been proposed in the literature.

1) Outside banlor Group payment modeén outside bank
or an organization to which the receivers belong will
pay all these relay agents.

Theorem 3 presents a sufficient condition for the exis- 2) Payment sharing modekach receiver should pay a
tence of truthful payment scheme for a round-based multicast reasonablesharing S; of the total payment. We will
method. Following, we show how to find the threshold value address what reasonable means later.
for any selected agerit _ o _ For outside bank model, the only thing we should care

The proof of the correctness of this algorithm is omitted hefge how to find the truthful payment scheme for the given
due to the space limit, refer to the full version for details. |, ticast topology, which has been addressed in the previous
subsections. In practice, it is often the case that the receivers
have to share the payments among themselves. Thus, we
will study how to share the payments fairly. Notice that the
payment sharing is different from the traditional cost sharing.
How to share the multicast cost among the receivers has been
studied previously in [27], [20], [23], [19], in which the cost
of relay agents are public and the multicast topology is a

% % fixed tree. Most of the literatures used tRegual Link Split
(@) The multicast tree  (b) Payment for selected links Downstream(ELSDpricing scheme to charge receivers: the
Fig. 2. Payment calculation based on LST found by Algorithm (3). cost of a link is sharedequally among all its downstream

receivers. As we will show later, if we simply use the ELSD
We use the same network in Figure 1 to illustrate how t@s our charging scheme to share the payment, it usually is not
find the threshold value for edgguv, based on the multicast reasonable in common sense.



Given a set of receiver®, let P(R,d) = Y, pr(R,d) P2(q2) = 2.9. If we use ELSD as our charging scheme, the
denote the total payments to all relay agents. For a chargistwaring byg; is Si(q1 Uge,c) = 4 +0.9+ 1.1+ 1.5 =4.2
schemeS, let S;(R,d) denote the charge (or called sharingyvhich is larger than its sharing;(q1,c) = 2.6 when ¢, is
to receiveri. We call a charging schem® reasonableor fair  the only receiver. Thus, it violates the property CM. It implies
if it satisfies the following criteria. that ELSD is not a fair charging scheme for multicast topology

1) Nonnegative Sharing (NNS): Any receively;’'s sharing LST. ) u
should not be negative. In other words, we don't pay the Furthermore, using the same example, we show by contra-
receiver to receive. diction that there is no charging scheme satisfying both CM

2) Cross-Monotone (CM): For any two receiver set®; C and BB.

Ry containing ¢;: Si(Ri,d) < Si(R2,d). In other | emma 5:For multicast topology LST, there is no charging
words, for a given network, receiveis sharing does scheme that satisfies both CM and BB for a truthful payment
not increase when more receivers require service.  gscheme.

3) No-Free-Rider (NFR): The sharingS;(R,d) of a re- Proof: For the sake of contradiction, we assume that
ceiverg; € R is never less tharg; of its unicast sharing a charging schemé’ satisfies both CM and BB. From the
Si(qi,d). This guarantees that the sharing of any receivgfoperty of BB, we haveS’;(qi,c) = 2.6, S'1(g2,c) = 2.9
will not be too small. and 8"y (1 U gz, ¢) + S'2(q1 Uga, ¢) = 6.4. From CM, we

4) Budget Balance (BB): The payment to all relay agentshaveS’; (q; | ga,¢) < 8'1(q1,¢) = 2.6 andS’s(q1 J g2, ¢) <
should be shared by all receivers, i.2(R,d) = S'y(qq,c) = 2.9. Combining these two inequalities, we obtain
ZinR Si<Ra d) 6.4 = 8/1(Q1 UQQ, C) + Slg(ql qua C) < 29426 = 5.5,

Notice the definition of reasonable can be changed duewhich is a contradiction. u

different requirements. For example, a common criterion for Thus, given an arbitrary multicast topology and its corre-

multicast charging scheme is to maximinetwork welfare sponding truthful payment scheme, a fair charging scheme

select a subset of receivers such that the network welfdpgy not exist at all. It is attractive and important to find the

is maximized. Here, theetwork welfareis defined as the necessary and sufficient condition for the existence of a fair

total valuations of all selected receivers minus the cost eharging scheme for a given multicast topology.

the network providing service. Since in our model we do not

consider receiver's valuation, we will only focus on budget IV. CAsE STUDY: CORE-BASED MULTICAST

balance instead of maximizing the network welfare. In this section, we illustrate how to design a truthful
In literature, the Shapely value [28] is one of the mostulticast protocol for the currently used core-based multicast

commonly used charging schemes to achieve BB and CM. Biich uses the least cost path tree (LCPT) as its topology.

assuming a universal multicast tree and the publicly knovkhere, we assume that the network is modelled as a link

link costs, Feigenbauret al. [23] proved that ELSD charging weighted graph. All our results presented in this section also

scheme is a Shapely Value. Unfortunately, the ELSD chargiagply to the case when the network is modelled as a node

scheme is not always fair if we want to share the paymentweighted graph.

o . Given a set of receiveR, we first compute the least cost

Lemma 4:For tree I__ST, ELSD sharlng_ is not fair. _ ath, denoted byCP (s, ¢;, ), between the sourceand every

Proof: As a running example, we will use the mUIt'CaSFeceiverqi € Q under the reported cost profite The union
tree, denoted by LST, found by Algorithm 3 to show thals o jeast cost paths between the source and the receivers is

ELSD is not fair. We still use the same network shown iRalled least cost path treedenoted byLC PT/(R, d).
Figure 1 (a). LetQ = ¢, ¢o be receivers. The multicast tree ’

LST(Q) is shown in Figure 1 (c). TreBST(q1) andLST(gz)

are shown in Figure 3 (a) and (b) respectively. A. Payment Scheme

Intuitively, we may use the VCG payment scheme in con-
junction with the LCPT tree structure as follows. The payment
pr(d) to each linke that is not in LCPT i9) and the payment
to each linke, on LCPT is

pr(d) = w(LCPT(R,d|*o0)) — w(LCPT(R,d)) + dy.

In other words, the payment is its declared cost plus the
difference between the cost of the least cost path tree without
usinge;, and the cost of the least cost path tree.

We show by example that the above payment scheme is
not strategyproof. In other words, if we simply apply VCG
scheme on LCPT, a link may have incentives to lie about its
Fig. 3. LST(q1) and LST(g2) and their corresponding payment(3). cost. Figure 4 illustrates such an example where link can

lie its cost to improve its utility.

We now show that ELSD is not fair in this situation. The payment to linke, = svy is 0 and its utility is also

Figure 3 (a) and (b) illustrate the paymeft(q;) = 2.5 and 0 if it reports its cost truthfully. The total payment to link

(@) LST(q1) (b) LST(q2)



Algorithm 5 Distributed payment computing
1: Apply the distributed algorithm in [25] to compute the
payment pl:.qi. After this step, every receivey; will
compute the paymenti to each upstream edge. on
the least cost path betweerand g;.
2: Every receiverg; sends the payment information it com-
. puted to its parent.
(2) Network (b) LCPT (c) LCPT after lie 3: Upon receiving a packet containing the payment from its
Fig. 4. VCG mechanism is not truthful for LCPT child which originated from receivey;, link e, only keeps
paymentp: and sends all remaining payment information
to its parent if exists.

c4 Whene, lies its cost down tol is W(LCPT(R,c['0)) = 4 When link e), receivespi, from all its downstream re-
w(LOPT(R, c|*ds)) +ds = 20—8+4 = 16 and the utility of ceiversg;, it computes the maximum of them as the its
link svs becomesiy(c|*ds) = 16—8 = 8, which is larger than own final payment.

uq(c) = 0. Thus link e, has incentive to lie, which implies
that VCG mechanism is not truthful.

With the failure of the VCG mechanism, we may doub
whether there exists a truthful payment scheme based ©h
LCPT. Remember LCPT is formed by union of least cost Intuitively, we may want to use ELSD as the charging
paths. By applying Theorem 2, we conclude that LCP3cheme. Unfortunately, we will show by example that ELSD
satisfies MP. Thus, there exists a truthful payment scheme asdhot fair when coupled with LCPT. Consider the network
the truthful payment can be found according to Theorem 2 glsown by Figure 5 (a). There are two receiversg,. Path
following.

For each receivey; € R, we find the least cost path from
the sources to ¢;, and compute an intermediate paymgitd) 2
to link e on LCP(s, ¢;,d) using the VCG payment scheme
for unicast

pt(d) = dp + |LCP(s, ¢;, d|*o0)| — |LCP(s, q;, d)|.

Payment Sharing

q
Here |LCP(s, g;,d)| denotes the total cost of the least cost
pathLCP(s, ¢;,d). The final payment to linlke, € LCPT is

pr(d) = g}ggpk(d) (6

(a) Network (b)LCPT(¢1,d) (c) LCPT(¢1 Ugo,d)
Fig. 5. ELSD charging scheme does not work for LCPT

LCPT(qi1,d) is shown in Figure 5 (b) and the payment to
. links is shown beside the link cost in parenthesis. The total
Let us illustrate the above payment scheme for LCPT yment to links or.C'PT(q1,d) is 2+2 = 4. If we consider
a running example in Figure 4. If linkv, reports its cosB LCPT(q: | gs, d), the payment to links is shown in Figure 5
tru.thfully, then it gets paym_erﬂ sinpe it is not in the LCPT. (©). If we apply ELSD to share payment, the payment to link
If_Ilnk sv4 reports a cost, it is now in the LClPT, a25 shgwn L (which is 6) is split equally between, andg,. Thus, the
Figure 31 (c). Its payment then becomesx(p;,,, ; Psy, s Pav, ) shared payment of receiver is 3 + 2 = 5 when the receiver
wherep;,, = _|LCP(57q21ad\s”4°O)| _3|LCP(57‘117d)| +4 =" setis{q,q.}, while its payment is onlyl when ¢; is the
7—5+4 = 6. Similarly, p;,,, . 6 %ndp:ém = T7.Thenthe utility 1 veceiver. Thus, ELSD sharing method violates the CM
of link svy becomesnax(py,,, Piv,: Psv,) =8 =T-8 =1 yrohany here, i.e., ELSD is not a fair charging scheme for
which is less than what it gets by reporting its truth cost. | cpT. Therefore we should find some reasonable charging
scheme other than ELSD. In this paper, we give one fair
payment sharing method. The basic idea behind our method
is that a receiver should only pay a proportion of the payment

Remember that LCPT is based on the union of the least c83#t is due to its existence.
paths from the source to all receivers. For unicast, FeigenbauniRoughly speaking, our payment sharing scheme works as
et al. [25] gave a distributed method such that each nocien follows. Notice that a final payment to an agentis the
compute a numbepfj > 0, which is the payment to node maximum of paymentg; by all receivers. Since different
for carrying the transit traffic from nodeto nodej if node k.  receivers may have different value of payment to aggnt
is on LCP(i, j,d). The algorithm converges to a stable statthe final paymen®; should be sharedroportionally to their
after d rounds, whered’ is the maximum of diameters of values, notequallyamong them as cost-sharing. Figure IV-C
graphG removing a nodé, over allk. We then briefly discuss illustrates the payment sharing scheme that follows. Without
how to compute the payment for multicast using LCPT. Ouess of generality, assume that< p; < p; <--- <p/, i.e,
distributed algorithm uses the algorithm in [25] as the firgt; = p}. We then divide the paymeny; into n portions:p;,

phase and is shown as follows. p2—pl, -, pi—pit, .-, p—pi~'. Each portiorp’ —pi !

The payment to a link is zero if it is not on LCPT.

B. Distributed Payment Algorithm



the receiverg; in the multicast tree. Obviously, our charging
scheme satisfies NNS sin@g (d) — pp*~"(d) > 0 for any
two receiversy,, andg,,_,. Remember for a receivey,, €
R(ey), its sharing of the payment to its upstream ligkis:

~ ppt(d) —p" ' (d)
|R(ex)| —x +1

fr (R,d)

Y]

i i (d) — """ (d)

2" [R(ex)]

P (d) —p’(d) _ pp*(d)
|R(ex)| | R(ex)]

Thus, the total charge to receivgy, is

Sffa (Rv d) = Z ffa (R’ d) = Z f(’:a (Rv d)

e, €LCPT(R,d) ek ELCP(5,q0y ,d)
D el CLCP (5,40, .d) Pt (d) s, (9o, d)

Algorithm 6 Fair charging scheme for LCPT. o B |R(e’“)_‘ |R(e_k)_|
1. for edge LCPT(R.d) do It implies that the charging scheme 6 satisfies NFR.
geek < (&, d) Summing f% (R) for a from 1 to |R(e)|, we obtain

Fig. 6. Share the payment to service providers among receivers fairly.

is then equally shared among the lasti+1 elements, which
have the largest — i + 1 payments taS;.

2:  Let R(ex) be the set of downstream receivers «qf,

i.e., pr(d) = maxy,cp(e,) Ph(d) = maxg,ecr pj(d). |R(er) (Bl a ooy _ oe-1 (g
3 Sort the receivers imk(e;) according top,(d) in an SNoogm= Y ZPTR((e)N ﬁ’fﬁ(l)
ascending order. If two or more receivers have the same a=1 a=1 =1 i
value, the receiver with smaller ID ranks first. let= B IR(er)l a 2= (d) IR(e)| a 7" (d)
{00,01," -+ ,0|R(e,)|} b€ the ranking. Here, we add a Zl ; |R(er) —z+1 ; ; |R(ex)| —z +1
dummy paymenp;‘)(d) =0to rank_ingo. \R(er)] |R(ex)| 1
4. For receivers not iR (er), its sharing of the payment  _ S opr@ - S pl(d) = pp " (d) = puld)
pr(d) of link e is 0. a=1 a=0
5.  For a receiver,, € R(ey), its sharing of the payment _
pr(d) to link ey Is: Thus, we obtain
PRy = S P =P () @ SED = S s@RH=> 3 fi(Rd
oq ) - o ‘R(ek” — x4+ 1 G ER g;€R e €LCPT(R,d)

> > AR

e;ELCPT(R,d) ;ER

Y. pid)=P(R,d)

In other word, for two receivers,_, ¢,,,, Who are
consecutive in rankings, the differencep;"*" (d) —
py”(d) is shared by all receivers who rank afigr, .

6: end for e;ELCPT(R,d)
7: The total charge for receivey; in LCPT is This proves that our charging scheme (6) satisfies BB.
j We then show that our scheme does satisfy CM. Notice a
. — J
Si(R, d) = Z fi (R,d) (3) necessary and sufficient condition for CM is that for dy_
¢ €LOPT(R,d) Q andg; € Q— R we haveS;(R,d) > S;(R{ g;, d) for every

¢; € R. To prove this, it is sufficient to prove that*(R) >

We first illustrate how to calculate the charge for receivel (RUg;). Assumeg; is rankeda in ranking o when the

q1 using Algorithm 6 for a network represented by Figure Case 1 j(d) > pi(d). Let o’ be the new ranking for
. . . 5 _ Ly = pi(d). o
For link svs, the two intermediate payments ape,, = 2 receiver sef? | ¢;, theng; ranked aftey; in o’. Thuso, = o7,

and p,, = 6. First, we obtain a rank of these receiverg, ' <, < 4 In other words, all receivers ranked before or
based on the intermediate paymet,¢2}. Thenp;,, =2 atq in rankingo still has the same rank ia’. Therefore,
is equally split betweeny; and ¢ and p2,, — pl,, = 4is

charged togs alone. Thus, receivef; is charged2 +1 = 3 f‘k(RUq/_)
totally in LCPT(q1 | g2, d), which is smaller than the price ‘ !
4 when ¢; is the only receiver. This shows that charging

S 7 i @)
—|R(ex)|+1 -z +1

. . . ' 9 a po‘z d 7])0171 d
scheme described by Algorithm 6 is reasonable for this specific = > —TR((GL)I fm +(2)
network. Following theorem shows that it is reasonable for o=t 7o (d) — 57 (d)

LCPT generally. < P (d) —pp" (d) ok
< 2_; R —r51 —h@®

Theorem 6:The charging scheme defined in Algorithm 6 4
for LCPT satisfies NNS, CM, NFR and BB. Case?2: p;(d) < pi.(d). In this caseg; is ranked beforey
Proof: A link is called an upstream link of a receiverin ¢’ andg; rankeda + 1 in ¢’. Without loss of generality, we
¢; if it is on the unique simple path between the source amdsumey; rankedb in rankingo’. Thus, we haver, = o/, for

geceiver set ifz. We prove it by discussing all possible cases:



x <bando, = o), for z > b. Therefore,

; -1 (a)
fl(RU Z\RekH—l—x—l—l

a+1 U;’ T
pe*(d) —p," (d)

Bt |R(ek)] —x + 2

For the first part of the equality we have

pi(d) —pr (d)

intermediate paymem’}é(d) for every downstream receivej.

We assume that this is already available through our distributed
payment computing method. In our distributed charge scheme,
at every linke, we useM Dy[i] to store the payment it and
all its upstream agents will receive from the receiyerOur
distributed charging scheme is implemented in a top-down
fashion from the source to all receivers.

Algorithm 7 Distributed charging scheme
1: Initially, the source nodes sends all its children in the
multicast tree a vectoM D = 0 for all receivers.
2: Every link e;, in LCPT(d), upon receiving a charging
vector M D from its parent, updates the charge for each

~— |R(ex)| —z+2 |R(ex)| —b+2 of its downstream receiverg, as M Dy[i] = ]\E[i] +

o, . ol - fi(R(ex)). Here, fi(R(ex)) is calculated according to
_ in Pt (d) —p" " P’ (d) — Pkb '(d) A]igorithm 6. *

o 1Rler)| —a+2 | B(ex)| —b+2 3: If link e, has more than one downstream receivers, it
- 2 pE(d) — ppt pzé (d) — p;*~* (d) constructs a new charge vector

— |R(ex)| —z+1 [R(ex) —b+1 MD; = {MDli], MDlis),- - ,MD[i‘R(ej)‘]}

For the second part of the equality we have

a+1 o';
p*(d) —

r=b+1

pkr l(d)
|R(ex)| —x + 2

for every downstream adjacent link. Here, the charge
MDIi] (1 <t < |R(e;)|) is for receiverg;, who is a
downstream receiver of link;. Then send vecton D;
to link e;.

B g:l Pt (d) —pt () p‘,j{)(d) A ) If link e, has only one downstream receivgr then e,
N |R(ex)| —z + 2 |R(ex)| —b+1 simply sends the modified char@é Dy, to its downstream

r=b+1

L ppt(d) —pp" ' (d)

_pp'(d) —p" ' (d)

R(e)[ -z + 1

x=b

|R(er)] —b+1

Combining the above two, we obtain

link.
4. Every receiverg; will finally receive a charge which is
equal to equation (3).

FERUJa)
s o o ot o » V. OTHER ISSUES ANDOPEN QUESTIONS
— M p kR(d) - (2d) As we mentioned early, this paper is the first step to explore
= [Rlen)l -zt oo |R(en)[ —e the general network protocol design when relay agents are
2L 5o (d) — pZ= 1 (d) pvé(d),p”bfl(d) non-cooperative. There are many interesting and important
S Z k k: k k + .
|R(ex)| —z + 1 |R(er)| — b+ 1 issues that have been untouched and left for further study.
Ijl b o - We just list a few here.
3 pre(d) —p" ' (d)  p"(d) —p, " (d) Collusion: Throughout this paper, we assume all agents will
— |R(ex)| —z+1 |R(er)] —b+1 not collude together to manipulate the protocol. It is interesting
7= (d) — pl(d) . to study what will happen when agents will collude and how
= ZM—_Q:H = [i (R) to find truthful mechanisms that are resistent to collusion.

=1

Our conjecture is that no truthful multicast protocol that can

This immediately implies that our charging scheme satisfiggevent the collusion from an initial work proved in [29] for

CM. This finishes the proof of Theorem 6. B nicast.

Distributed Computing: One thing we should notice is that
D. Distributed Charge Calculation these agents running the distributed algorithms are indeed non-
Notice, if we implement the payment sharing scheme tooperative. How to ensure they implement toerect distrib-
a centralized way, for every link, it needs to store up toted algorithm we designed also is an important question we
|Q| = r intermediate payments. Thus the total space needwale to consider.
is O(nr). In practice, it may be more desirable to implement Receiver Valuation So far, we assume that the receivers
a distributed payment sharing scheme. In the following, weill pay the fair amount of sharing of payment to receive
present a distributed algorithm that implements our paymetta using multicast. In practice, the receivers often have
sharing scheme that requires at most) space for each link a valuation to indicate how much it is willing to pay to
and total messages at ma@str - h), whereh is the height of receive the information. Receiver will choose to receive the
the tree. information if and only if the charge is at most its valua-
In our distributed algorithm, for any link, in LCPT(d), tion. Furthermore, receiver could also ben-cooperativeand
we not only need its final paymeni,(d), but also need the selfish: it will always maximize its profit by manipulating



its reported valuation. This makes the multicast design evérese degree requirement is then generated. The length of each
harder. It is well-known that a cross-monotone cost shariegige is then uniformly drawn from distributidf0, 100]. By
scheme implies group-strategyproofmechanism 7]. Thus, choosing different parameters, we study what aspects of the
when each receiver; has a valuation; for receiving the data, network affect the OR and PCR. To compute the probability
i.e, it is willing to pay at mosv; for the data. We can designdistribution, we generat&0* different networks and compute

a strategyproof mechanism as follows. For all receivers, wlee number of instances that fall in some specific intervals. For
construct the tree LCPT and compute the payment shaingother simulations, given all fixed parameters, we genelaite

for each receivery;. A receiverg; is removed ifS; > ¢;. If different network instances and computes the performances
there is a receiver removed, then for all remaining receivesscordingly.

we repeat the above steps (construct LCPT again and compute

the payment sharing.). All receiv_ers remaining, 2yC Q, A Effect of Network Size

are receivers to receive the multicast data and the payment bY o ) ] 10 )

a receiverg; € Q' is the sharingS;(¢Q', d). Notice that this N this S|mulat|?n, we fix the parameterto g3, which -
scheme is strategyproof. However, it is easy to construct 8¥aNs ﬂfg‘t node’ degrees are drawn from a uniform distribu-
example that this scheme may produce an enf¥talthough tion [, 2] with average20. We also fix the size of receiver

37 3
there is a feasible charging scheme for non-empty set $t £ 0 15. We measure the performances of our strategy-
receivers. Thus, it is still an open question on how to desi

%ggoof multicast protocol based on the following four metrics:
strategyproof mechanism that also (approximately) maximizE4erage Overpayment Ratio (AOR), Maximum Overpayment
some criteria such as the number of receivers served or

Ratio (MOR), Average Price-Cost-Ratio (APCR) and Maxi-
total welfare.

mum Price-Cost-Ratio (MPCR). Figure 7 (a) and (b) plot the
distribution of the average overpayment ratio and the average
PCR when the number of nodes af® and250. Observe that

) . . the probability distributions of AOR (also APCR) for different
We conduct extensive simulations to study the performanggnyvork size are similar. Figure 7 (c) shows that the AOR,

of strategy-proof multicast routing based on LCPT. Remembgfor and APCR do not change when the number of network
that the payment of LCPT is at least the actual cost of LCP],4eg grows froml00 to 500. On the other hand, MPCR

For a LCPTT, let ¢(T) be its cost andP(T’) be the total f,ctyates and is much larger than the other three metrics.
payment to all relay agents. We define theerpayment ratio 11,5 e conclude that the number of nodes do not affect

VI. PERFORMANCESTUDY

(OR) of T" as the overpayment ratio and price-cost-ratio in random network.
P(T
OR(T) = (T). (4) .
o(T) B. Effect of Network Density
In the worst case, the ratiOR(7") could be as large a9(n) Since the difference in the network size do not affect the

for a network ofn nodes [30], even for the unicast special casgerformances of our strategy-proof protocol, we then study
Notice there are some other definitions about overpaymesher effects by fixing the network siza(0Q in the results
ratio in the literature. In [30], the authors proposed to compafgported here). We specifically study the effect of the network
the total paymentP(7') with the cost of the new LCPT density by changing the node degree parametdtigure 8 (a)
obtained from the graptG\T, i.e., removingT from the and (b) show the distributions of AOR and APCR respectively
original graphG. when the node degrees are drawn from two uniform distrib-
In addition to the overpayment ratio, we propose anothgtions [log 100, 5log 100] and[2log 100, 10 log 100]. Figure 8
metric to measure the performance of the strategy-proof mg) shows that the AOR, MOR and APCR change when the
ticast based on LCPT. Remember that the payments to ref@twork density changes. It is interesting to observe that both
agents are shared among receivers. Thus, for each receiver, AR and APCR first decrease when the network density (i.e.,
more interested in how much extra it should pay to guarantgfe average node degree) increases fidnto 32, and then
the truthfulness of the links. Given the LCPT for a set increase slightly when the network density increases f86m
of receiversR, let m;(R,T) be the price that receivey; is to 42. They both become steady when the network density is
charged to receive the information if the links are cooperativgreater thard2. It is interesting to analyze this phenomenon
Notice thatS;(R,T') is the amount that receives is charged theoretically.
to receive the data if the links are non-cooperative. We define

the Price-Cost-Ratio (PCR) as C. Performance Comparison with Unicast

M. (5) In this simulation, we compare the average cost and pay-
mi(R,T) ment per receiver in multicast based on LCPT with those of

In our experiment, we generate random networks with unicast. We randomly generate terminals wheren varies
nodes, where is a parameter. In order to ensure the networfikom 100 to 500. The degree of each node is randomly drawn
is bi-connected, the average node degree should be gre&tem the uniform distribution[logn, 5logn]. For a specific
thanlog n with high probability. First, for every node, we network, we average the cost and payment for all receivers.
randomly draw a number frofa log n, 5 log n| as its degree  Figure 9 (a) plots the cost and payment for multicast
d., wherea > 1 is a parameter. A random graph satisfyingnd unicast per receiver when the number of receivei5js

PCR(q;,T) =
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Fig. 9. The cost and payment per receiver for unicast and multicast based on LCPT.

while Figure 9 (b) shows the results whéi0% of nodes network, and even the MOR is smaller thary generally.

are receivers. Observe that the average cost and paymentTgars, we conclude that the theoretical worst case almost surely
receiver for multicast based on LCPT &naller than the will not happen in a random network.

average cost and payment per receiver for unicast respectively.

Furthermore, under most of the cases, the payment per receiver VIl. CONCLUSION AND FUTURE WORKS

for LCPT payment is even smaller than the cost per receiverI thi . trat f t and charai
for unicast. This ensures us that multicast not only saves the" NS Paper we give a strategyproot payment and charging

: o . meéchanism that stimulates cooperation for multicast in a
total resources, but also benefits the individual receiver evell. : .
elfish network. We assumed that a group of receivers is

: ; ; S
Ifish networks. We th th twork - . .

N SEMShNetworks. YWe then vary the network size amon‘%"mg to pay to receive the data. Each possible relay agent

h%s a privately known cost of providing the relay service. In

100, 200, 300, 400, 500 and the number of receivers fromto

30. Figure 9 (c) shows the unicast cost (the red surface) an . ) e
the LCPT based multicast payment (the blue surface). a multicast scheme, each selfish relay agdefitst is asked to

declare a cost for relaying data for other nodes. In return,
From the results of previous three simulations, we obseritewill get a payment based on the reported costs of all
that AOR and APCR are both quite small for a randomelay agents that can provide the service. The objective of



every individual relay agent is then to maximize its profit. AL6] P. Kiein and R. Ravi, “A nearly best-possible approximation algorithm
multicast protocol is said to be strategyproof if no speculation —for node-weighted steiner trees,” Tech. Rep. CS-92-54, 1992.

d t lati happens. i.e. everv relav agent \;\Hl] S. Guha and S. Khuller, “Improved methods for approximating node
an _co_un f':'r Spe(_:u ation ) ppens, Le., ev ry y ag ™ weighted steiner trees and connected dominating setsfoumdations
maximize its profit when it truthfully reports its cost. of Software Technology and Theoretical Computer Scieh868, pp.

It is well-known that the traditional protocols designed  54-65.

. P . 9 18] WeiZzhao Wang Xiang-Yang Li and Yu Wang, “Truthful multicast in

for conforming agents cannot prevent the selfish agents from’ cqfish wireless networks” IACM MobiCom 20042004,
manipulating its cost to its benefit. Instead of redesigning thes] Shai Herzog, Scott Shenker, and Deborah Estrin, “Sharing the cost
wheels, it is preferred to enhance an existing multicast protocol Of multicast trees: an axiomatic analysis,’ Rroc. of the conf. on

. . . ip Applications, technologies, architectures, and protocols for computer
to deal with selfish agents. In this paper, we specifically gave .ommunication1995 pp. 315-327, ACM Press.
a general rule to decide whether it is possible, and how to[#h] R. Cocchi, S. Shenker, D. Estrin, and Lixia Zhang, “Pricing in computer
possible transform an existing multicast protocol to a strate- networks: motivation, formulation, and exampleJEEE/ACM Trans.

f multicast protocol. We then showed how the payme Netw, vol. 1, no. 6, pp. 814-627, 1993, mcting i
gyprooi mulucast pro : ) W w _p Y| r[&?t] Micah Adler and Dan Rubenstein, “Pricing multicasting in more
to all the relay agents are sharkirly among all receivers so practical network models,” iCM SODA 2002, pp. 981-990.
that it encourages collaboration among receivers. As a runniggl Joan Feigenbaum, Arvind Krishnamurthy, Rahul Sami, and Scott

. . Shenker, “Hardness results for multicast cost sharifigpgor. Comput.
example, we showed how to design a strategyproof multicast ;i yol.'304, no. 1-3, pp. 215-236, 2003,
protocol when the least cost path tree is used for multicast. \[Ze]
also discussed in detail how to implement this scheme on each

Ifish de i distributed E . . |ati vol. 63, no. 1, pp. 21-41, 2001.
selfish node In a distributed manner. .xtenswe simu atIO[’ﬁ] Joan Feigenbaum, Arvind Krishnamurthy, Rahul Sami, and Scott
have been conducted to study the relations between payment Shenker, “Approximation and collusion in multicast cost sharing
and cost of the multicast structure. As all strategyproof mecjy. ~ (@bstract),” inACM Economic Conferenc001.

J. Feigenbaum, C. H. Papadimitriou, and S. Shenker, “Sharing the cost
of multicast transmissionsJournal of Computer and System Sciences
. h d h h | 25r]eJ' Feigenbaum, C. Papadimitriou, R. Sami, and S. Shenker, “A BGP-
anisms, the proposed scheme pays each relay agent morey,seq mechanism for lowest-cost routing,” Rroceedings of the 2002

than its declared cost to prevent it from lying. Our extensive

simulations showed that the overpayment is small when tz%]
cost of each agent is a random value between some range.

As we mentioned early, this paper is the first step to explore

ACM Symposium on Principles of Distributed Computir2P02, pp.
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Luzi Anderegg and Stephan Eidenbenz, “Ad hoc-vcg: a truthful and
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the general network protocol design when relay agents &fél
non-cooperative. There are many interesting and importqgg]
issues that have been untouched and left for further study, such
as collusion, distributed computing of payments and chargirig®!
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