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ABSTRACT 1. INTRODUCTION

We study efficientink schedulingfor a multihop wireless network Wireless multi-hop radio networks such as ad hoc, mesh, or sen-
to maximize its throughput. Efficient link scheduling can greatly sor networks are formed of autonomous nodes communicating via
reduce the interference effect of close-by transmissions. Unlike radio. Wireless networks draw lots of attentions in recent years
the previous studies that often assume a unit disk graph model, wedue to their potential applications in various areas. For example,
assume that different terminals could have different transmission Wireless mesh networks are being used as the last mile for extend-
ranges and different interference ranges. In our model, it is also ing the Internet connectivity for mobile nodes. These networks be-
possible that @ommunication linknay not exist due to barriers or ~ have almost like wired networks since they have infrequent topol-
is not used by a predetermined routing protocol, while the trans- ogy changes, limited node failurestc. For wireless mesh net-
mission of a node always result interferencalimon-intended re- ~ works or sensor networks, the aggregate traffic load of each routing
ceivers within its interference range. Using a mathematical formu- node changes infrequently also. A unique characteristic of wire-
lation, we develop synchronized TDMA link schedulings that opti- 1€ss networks is that the radio sent out by a wireless terminal will
mize the networking throughput. Specifically, by assuming known be received by all the terminals within its transmission range, and
link capacities and link traffic loads, we study link scheduling un- also possibly causes signal interference to some terminals that are
der the RTS/CTS interference model and the protocol interference not intended receivers. In other words, the communication chan-
model with fixed transmission power. For both models, we present nels are shared by the wireless terminals. Thus, one of the major
both efficient centralized and distributed algorithms that use time problems facing wireless networks is the reduction of capacity due
slots within a constant factor of the optimum. We also present effi- to interference caused by simultaneous transmissions. Using mul-
cient distributed algorithms whose performances are still compara- tiple channels and multiple radios can alleviate but not eliminate

ble with optimum, but with much less communications. Our theo-
retical results are corroborated by extensive simulation studies.
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C.2.1 Network Architecture and Design]: Wireless communi-
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the interference. To achieve robust and collision free communica-
tion, there are two alternatives. One is to utilize a random access
MAC layer scheme. The other is to carefully construct a transmis-

sion schedule. One variant, link scheduling in the context of time

division multiplexing (TDM) is the subject of this paper.

In this paper, we assume that the time is slotted and synchro-
nized. A link scheduling is to assign each link a set of time slots
C [1,T] on which it will transmit, wherel” is the scheduling pe-
riod. A link scheduling ignterference-awaréor calledvalid) if a
scheduled transmission on a limk— 4 will not resultin a collision
at either noder or nodey (or any other node). In this context, two
types of collisions must be avoided, namely, primary interference
and secondary interference. Link scheduling has received a great
attention from both networking and theory fields [1, 16-21, 23, 26]
in the past few years due to its application for assigning time slots
in TDMA MAC protocols that eliminate collision, guarantee fair-
ness. Many scheduling problems in wireless networks have been
shown to be NP-complete, including TDMA broadcast schedul-
ing [7], link scheduling [2, 8]. For some of these problems, even
polynomial-time algorithms with constant approximation ratios ap-
pear unlikely for general graphs.

Previous studies on link scheduling either assume a very gen-
eral graph model or assume a very specific graph model such as
unit disk graph (UDG). It is widely accepted in the wireless net-
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model accurately captures unique properties of wireless networks.

A general graph model could not capture a certain geometry prop-

erty of wireless networkse.g, two nodes must be within certain
distance to be able to communicate directly (or one node’s trans-



mission could interfere the other node’s reception). A unit disk presented here isdependentf the routing algorithm when

graph model is idealistic since in practice two nearby nodes may the routing is given. The results presented here can also
still be unable to communicate due to various reasons such as bar- be extended to the scenario when we want to maximize the
rier and path fading. In this paper, we give efficient centralized and throughput by optimizing the routing and TDMA link schedul-
distributed algorithms to obtain a valid link scheduling with theo- ing together.

retically proven performances for a more realistic wireless network  The rest of the paper is organized as follows. In Section 2, we
model. The main contributions of this paper are as follows. discuss the network models and interference models and formally

e More Realistic Model: We address the link scheduling ina define the problem studied in this paper. We present our central-
more realistic networking model: (1) each node has its own ized algorithms for link scheduling in Section 3. We also analyze
transmission power and thus its own transmission range; (2) the theoretical guaranteed performances of our algorithms. Our
that the receiver must be within the transmission range of the distributed algorithms are presented in Section 4. In Section 5, we
sender is only a necessary (but not sufficient) condition for study how to assign time slots to links when each link has a re-
two nodes to communicate directlye., two nearby nodes quirement of the least number of time slots needed. Our simulation
may still be unable to communicate directly; (3) if anade  studies are reported in Section 6. In Section 7, we briefly review the
is within certain distance of a senderthen the transmission  related works in the literature. We conclude our paper in Section 8.
by u will interfere the reception of node. In summary, the

communication graph could be an arbitrary geometry graph. 2. SYSTEM MODEL AND ASSUMPTIONS

Notice that similar realistic models using weighted and un- . . .
weighted flows, modeling interference range to be different Interference issues have been studied extensively recently be-

from transmission range, etc. have all been proposed and cause it is widely believed that reducing the interference can in-
modeled in earlier worke’.g. in [15, 18, 21], and heuristic crease the overall performance of a wireless network. There are dif-

algorithms have been given for each or all of these. Our ferent approaches to reduce the interference, including the schedul-

contributions here are that we provide theoretical bounds for N9 on the MAC layer, route selection on the routing layer and

link-scheduling algorithms in these cases. power control on the physical layer. In this section, we first discuss
« Both Weighted and Unweighted Flow: In several wireless in detail the interference models we will use and formally define

networks €.g, mesh, sensor networks), we can estimate the 1€ Problem that we will study in this paper.

traffic demand by each wireless node. Thus, based on a given2 1 Network and Interference Models

routing algorithm, we can predict the average traffic l6ad '

on each linke of the network. We then design link scheduling NETWORK MODEL: In this paper, we assume that there is a set
algorithms to meet this traffic demand if possible. We model V' of communication terminals deployed in a plane. Each wireless

this by assuming that each lirkhas an integralveightw(e) terminal is only equipped witlsingle radio interface. The com-
specifying the number of slots it needed in a period to sup- plete communication graph isdirectedgraphG = (V, E), where

port its traffic load. Herav(e) = [T - ﬁgzm wherec(e) is V = {v1,...,vn} is the set of terminals an# is the set of pos-
the capacity of linke if there is no interference, arifl is a sible directed communication links. Every terminghas a trans-

given period for a schedule. In certain networks, it is diffi- mission range; such that the necessary condition for a terminal
cult, if not impossible, to estimate the load of every link. We v; to receive correctly the signal from is [[v; — v;|| < t;, where
then assume that each node needs at least one time slot forlvi — v; | (sometimes we denote it as ; for simplicity) is the
transmission and our objective is to design a scheduling that Euclidean distance betweepandv;. Notice thatf|v; — v;|| < t;

minimizesT. is not the sufficient condition fofv;,v;) € E. Some links do
e Theoretical Performance Guarantee for Efficient Central- ~ not belong toG' because of either the physical barriers or the se-
ized/Distributed Algorithms: We consider two kinds of in- lection of routing protocols. This is the major distinction of our

terference models: RTS/CTS model and protocol interfer- Model with the majority previous studies on link scheduling. To
ence model with fixed transmission power. For both models, the best of our knowledge, only [21] used the similar model as
we present both centralized and distributed link scheduling ours. We always usé ; to denote(v, v;) hereafter. Each ter-
algorithms that use time slots at most a constant factor of the Minalv; also has an interference rangesuch that; is interfered
optimum. All algorithms involve a novel study of interfer- by the signal from; if [|v; — v;[| < r; andw; is not the intended
ence properties in wireless networks. For the protocol in- receiver. The interference ranggis not necessarily same as the
terference model, we require that the interference range of a transmission range. Typically,r; > ¢;. We call the ratio between
node is larger than its transmission range, which is always them as thdnterference-Transmission Ratfor nodev;, denoted
true in practice (the interference range of a node is about @7y = 7. In practice2 < ~; < 4. For all wireless nodes, let
twice of its transmission range). One of our distributed al- v = max,,cv I—

gorithms has not only small communication complexity, but |NTERFERENCEMODELS: To schedule two links at the same time
also good performance guarantee that is only logarithmic of gjot, we must ensure that the schedule will avoid the interference.
the ratio between the maximum and minimum interference Tyo different types of interference have been studied in the lit-
range. Although some of our algorithms are similar to some erature, namelyprimary interferenceandsecondary interference
algorithms proposed before, to the best of our knowledge, we primary interference occurs when a node transmits and receives
are the first one to prove asymptotical optimal bounds for the packets at the same time. Secondary interference occurs when a
performance. We also present both necessary and sufficientnode receives two or more separate transmissions. Here all trans-
conditions for schedulable flows under interference. missions could be intended for this node, or only one transmission
e LayerIndependence:To preserve the independence between s intended for this node (thus, all other transmissions are interfer-
layers, we assume that there is already an existing routing al- ence to this node). In addition to these interferences, there could
gorithm that will select a path for every pair of source and have some other constraints on the scheduling, the radio net-
destination nodes. The performance guarantee of methods\yorks that deploy the IEEB02.11 protocol with request-to-send



and clear-to-send (RTS/CTS) mechanism will pose some additional is possible that neither, nor v, is in I; ; buti, 4 still interferes

constraints. Several different interference models have been usedwith I; ; sincev; or v; may be insidd, 4.

to model the interferences in wireless networks. We briefly review  Physical Interference Model (PhIM): In this model, the signal-

them in the following. to-interference-and-noise ratio (SINR) is used to describe the ag-
Protocol Interferences Model (PrIM): It was first proposed gregate interference in the network. The transmission from node

in [13]. In this model, a transmission by a nodgis successfully v; is successfully received at node if and only if the SINR is at

received by a node; iff the intended destination; is sufficiently least the minimum SINR threshold required by nege
apart from the source of any other simultaneous transmissen, In this paper, we mainly focus on link scheduling for the fPrIM
|lve — vs]] > (1 4+ n)|lvs — v4]| for any nodev,, # v;. Here con- model and the RTS/CTS model. Notice that these two models are

stantn > 0 models situations where a guard zone is specified by different. For example, in Figure 1(a), link8A andC'D can be

the protocol to prevent a neighboring node from transmitting on assigned the same channel in the protocol interference model, but

the same channel at the same time. This maodglicitly assumed not in the RTS/CTS model. Similar statement holds for linkB

that each nodey, will adopt the power control mechanism when andDC in Figure 1(b).

it transmits signals. Simulation analysis [12] as well as the analyt- .

ical results [3] indicate that the protocol interference model does 2.2 Problem Formulation

not necessarily provide a comprehensive view of reality due to the  Assume that the communication links in the wireless network are

aggregate effect of interference in wireless networks. However, it predetermined, either by some existing routing protocol as AODV,

does provide some good estimations of interference and most im-DSR or can be predicted from the existing routes. Given a commu-

portantly it enables a theoretical performance analysis of a num- njcation graph = (V, E), we use theconflict graph(e.g, [15])

ber of protocols designed in the literature. Link scheduling using F¢, to represent the interference@h Each vertex (denoted By ;)

PrIM interference model and network model similar to ours has of Fg corresponds to a directed lirfk;, v;) in the communication

been studied in [21]. graphG. There is aredgebetween vertek; ; and vertex,, , in Fg
Fixed Power Protocol Interferences Model (fPrIM): We adopt if and only if; ; conflicts with,, , due to interference. Recall that

the following interference model throughout this paper. We assume whether two links conflict depends on the interference model used

that a node willnot dynamically change its power based on the underneathe.g, protocol interference model or RTS/CTS model.

intended receiver in a packet-level. Note that this assumption doesThus, for a given communication gragh the interference graph

not preclude the power control that can further reduce the power i, may be different. To avoid the confusion, we Ug§ to denote

consumption. We only assume that there is no power adaptation atthe interference graph under the protocol interference model and

the packet level and the power is not adjustable for a certain period 22 to denote interference graph under RTS/CTS model.

of time, which is close to the real situation. However, we do assume  Qur objective is to give each linke G a transmission schedule

that each node; has its own fixed transmission power and thus a S(1), which is the list of time slots it could send packets such that

fixed transmission range. We also assume that each nogehas the schedule is interference-free and the overall throughout of the

aninterference range;, such that any node; will be interfered by network is maximized. LeKX. ; € {0, 1} be the indicator variable

the signal fromvy, if [Jv, — v;|| < 7, and nodey is sending signal  which is 1 iff e will transmit at timet. We will focus on periodic

to some node other than. In other words, the transmission from  schedules in this paper. A schedule is periodic with pefiafj for

v; t0 v; is viewed successful ifu, — v;|| > 7 for every nodevy every linke and time slot, X. ; = X. .7 for any integet. For
transmitting in the same time slot using the same channel. alink e, let I(e) denote the set of links’ that will cause interfer-
RTS/CTS Model This model was also studied previoustyg, ence ife ande’ are scheduled at the same time slot. A schedule

[1]. For every pair of transmitter and receiver, all nodes that are S is interference-fredf X. ; + X, < 1foranye’ € I(e). In
within the interference range of either the transmitter or the receiver the graph theory terminology, the interference free link scheduling
cannot transmit. Figure 1(a) shows the case that communicationproblem is essentially theertex coloringof Fi.
from B to A andC to D cannot take place simultaneously due  When the traffic load of links are unknown, the objective of link
to RTS. Figure 1(b) shows the case that communication ffbm  scheduling is to find a scheduling with the minimum period. If
to B and D to C cannot take place simultaneously due to CTS. we schedule all links within a periog such that no two links in
Although RTS/CTS is not the interference itself, for convenience same time slot interfere with each other, then at least one packet
of our notation, we will treat the communication restriction due to can be delivered over each communication link in everiime
RTS/CTS aRTS/CTS interferenamodel. Thus, for every pair of  slots. Thus,1/y is often used to estimate thikroughputof the
network based on this schedule. The second case is that the average
traffic load/(e) of each link is known in advance. We model this
by assuming that each communication linkvertex in the conflict
graph) has aveightw(e) specifying the minimum number of time

slots it required in each period. Hete(e) = [T - X9, where

(a) Due to RTS (b) Due to CTS c(e) is the capacity of linke andT is a given period fo(r)a schedule.
Our main focus in this paper is how to schedule the communication
Figure 1: Communication Restriction by RTS/CTS. links in an interference-free manner such that the throughput of the
network is maximizedi,.e., with the smallest".
simultaneous communication links, sayv; andwv,v,, it should There are a number of distinctions of the model used here with
satisfy that (1) they are distinct four nodes,, v; # v; # vp # the models used in previous study: (1) We assume that each wire-
vq; (2) v; andv; are not in the interference rangesigfandv,, and less node has an interference range, which may be different from
vice versa. Thenterference regiondenoted byl; ;, of a link ; ; its transmission range; (2) We do not require the same transmission
is the union of the interference region of nodesandv;. When a range (also same interference range) for every wireless node; (3)

directed linkv;v; (or v;v;) is active, all simultaneous transmitting  We do not require the communication graph to be compiete,
links v,vq cannot have an end-point inside the afea Notice, it some communication links may not exist due to barriers or may be



not used by routing selection.

Notice that for simplicity we assume that there is only a single-
channel in the network. All our results can be easily extended to
the case when multiple channels are available as in [1]. If nodes

them interferes some nodes R(vx, ). Notice that a node from
NZ(vk, «) could be arbitrarily far away from node,. Similarly,
for a link I; 5, let R(l;,;, =) denote the union of two disks cen-
tered atv; andv; respectively with radius - r; andx - r; respec-

has a pre-assigned channels for each link, then the link schedulingtively. Let N=(1I; ;, ) denote the union of node sed= (v;, «)

with multiple channels is just the simple union of a set of schedul-
ings, where each scheduling is for all links using the same channel.

and NZ(v;, ). The following theorem estimates the local chro-
matic number based on node degree.

However, we agree that the static assignment of correct channels to

appropriate links is a bigger factor in determining the performance.
If links can dynamically switch channels, then our greedy algo-
rithms will find the channel with the smallest available time slot for

each link to be scheduled and the same performances hold.

3. CENTRALIZED SCHEDULING

In this section, we will propose centralized algorithms for link

scheduling under different interference models. The performancesment, there are at mo

of centralized algorithms will then be used as a certain benchmark
to evaluate the performances of our distributed algorithms.

3.1 Scheduling under RTS/CTS Model

A number of centralized algorithms for link scheduling have
been proposed in the literatureg, [1, 21]. A common approach

is to assign each link the best possible channels (smallest time slots
here) by greedy. The difference between them is the processing or-

der of links: [21] processes links with smaller lengths first while [1]
processes links in an arbitrary order (since it uses UDG graph mod-
els for both communication and interference). Our centralized gh)
gorithm is will process links in a special order as in [14]. The basic
idea is to first sort links as follows: every time we pick a link, $ay
from the remaining graph that has the smallest number of interfered
links in the remaining graph and then remaéyfeom this graph; re-

THEOREM 1. For a given nodev;, and any node seV, C
NZ(vg, @) with constanta, there exists a subsét, of Vj, with
cardinality | V4 |/C. such that each node interferes with each other,
whereC,, < (64 1)% +11.

PROOF We consider a partition dfy.: the nodes in and outside
regionR(vy, 3a), denoted by;! andV;? respectively.

First, we consider the node skf'. Using a simple area argu-

Lyrp)? . .
Sﬁ% = (6a + 1)? disks with
™3

radius“k can be placed inside the digk(vx, 3a). Thus, there ex-
ists a node set if}; with size at leastV}!|/(6a + 1)? such that
each node in the set interferes with each other.

Vk

Divide the space intdbl cones (b) Two nodes interfere in same cone

Figure 2: lllustration of the partition of the region.

Second, we consider the node B¢t We divide the whole space

peat this till the graph becomes empty. We then assign time slots tointo 11 equal cones usintjl rays fromuy, as shown Figure 2(a). If

links in the reverse order of picked links using the smallest time slot
available (not used by interfering links). In summary, a linkith
largerI(e) will be more likely processed earlier by our algorithm.

Algorithm 1 Centralized Scheduling under RTS/CTS Model

Input: A communication grapli = (V, E) of m links.
Output: An interference-free link scheduling.

1: Construct the conflict grapREZ? and let graptG’

2: while G’ is not emptydo

3:  Find the vertex with themallesttotal degree inG’ and re-
move this vertex fronG’ and all its incident edges. Lét
denote thém — k + 1)th vertex removed, and the degree of
I, in graphG’ just before it is removed be itsdegree

4: Process links frond; to l,,, and assign to eadh the smallest

time slot not yet assigned to any of its neighborg 2.

D2
FG .

v, andwy are in the same cone, thefugvivy < 33°. Letdqp =
|lva — vs|. Sincev, € N=(uy,a), v, interfere with some nodes
in R(vg, @), da,x < ra+a-rg. Similarly,dy . < rp+a-r. Thus,
max{da i, dpr} < max{ra,r}+a-r,. Onthe other hand, since
bothv, andv; are outsideR(vy, 3a), min{da.x, dp,x } > 3cv - 7.
As shown in Figure 2 (b), fov, andwvy,

dz, dﬁ,k + dg,k —2¢08(33°) - da,k - db,k
max{da,k, db,k}2 + min{da r, db,k}2 -
g max{davk, db,k} . min{da,k, db’k}

<

IA

max{da,k, db7k} max{da,k, dbﬂk} - % min{da’k, db’k}

< (max{re,mp} + a-ri) - [max{rae,mv} + a - rr — 20 - 1)
< 2

max{rq, s} — o’ - 17 < max{ra,m}°.

We first present some necessary definitions and properties needea-he transition between the second and third inequalities is because

to prove the performance of our algorithms. Given a communi-
cation link [; ;, we define thenterference radius of link; ; as
Ti,j = max{n-,rj}. If ri > r;0rry =r; and 1D of nOdel)i

is larger than the ID of node;, thenw; is called thehead (de-
noted ash; ;) of link (v;,v;) andv; is thetail (denoted as; ;)

of this link. Notice that here, theeadof a link is not necessarily
the sender of the directed communication link. Given a nage
we useR (v, z) to denote the disk centeredat and with radius

z - r.. A nodevy, interferes a node; if nodew; is inside the inter-
ference regioni(e. disk R(vk, 1)) of nodev,. We say a linkl, 4
interferes a nodey, if either v, or v, interferesv,. For a given
nodewy, we useN= (vx, a) to denote the set of nodes satisfying
that (1) each of their interference radius is at least(2) each of

max{da,k, do,k} < max{ra,rs}+ a-rr andmin{da i, dsr} >
3a - rg. Thus,v, interferes withv,. Therefore, each pair of nodes
in the same cone interfere with each other. This proves that there
exists a node set ifr}? with size at leastV;?|/11 such that the
nodes in the set interfere with each other.

Consequently, there exists a node set with size at least
[Vie | + Vi V|

(6a+12+11  Co
such that all nodes in the set interfere with each other. Hereg
(6 + 1)® + 11, and we call it thea-hop interference number.
Notice that(6« 4 1)? + 11 is an upper bound o', and it can be
improved by using a more tight analysis_]

max{[Vy;|/(6a +1)%, [Vi’| /11} >



atleast/=(e)|/(2C1) links in IZ (e) that interfere with each other.

Table 1: Summary of Main Notations This finishes the proof. [

Term Definition
L orv(iv. ;) g%‘éﬁ:ﬁsksbg?vﬂj’gé;)rigfnav{vl’ V2,00, Un} Consequently, we have the following necessary condition for any
I’Jti andl»;-i / transmission rangé and |nterference range; of interference-free link scheduling under RTS/CTS model:
~; and-y i = 1i/t;, v is the maximum ratio for al; . . .
L ki giti g ,merference region/head/tail of lirlk ; LEmmA 3. Forany time slotr, any valid RTS/CTS interference-
Tij interference radius df ;, max{r;,r; free link schedulings must satisfy that
Xet indicator variable whether transmits at time
FE? interference graph under RTS/CTS model Xer+ Y Xerp <201
FE interference graph under fPrIM model €I (e)
S(FE) maximumd-degree in the interference graph
A(FE) maximum degree in the interference graph Notice that above theorems hold for any multi-hop wireless net-
R(vk, x) the disk centered at. and with radiuse - 7 works in which both the transmission range and interference range
R(lij, ) the union of two disks centered at andv; re-  could be heterogenous and some links could be missing due to var-
spectively with radiug - r; andz - 7, ious reasons. If the interference range is homogenous, then the
NZ (v, a) the set of nodes who interferes some nodes igonstantC,, could be improved.
. R(vk, o) and has interfgrence radius at least Let §(F£?) be themaximunv-degree of all linkg;, in the Step
N=(lij,) | the union of node sety'=(v;, ) andN=(v;, @) 2.3 of Algorithm 1. We now prove that Algorithm 1 has the fol-
IZ(e) the set of links with larger radius thanand inter-  |owing performance guarantee.
, fering with e under RTS/CTS model
dﬁz./‘”“"(G) incoming/outgoing degree of vertéy; in G THEOREM 4. Under RTS/CTS model, Algorithm 1 needs at most
Ai”/m‘t (G) maximum incomingloutgoing degreeﬁ'f 2C - (S(,pt time-slots for all links without interference, Whe?@pz
d7;(F5?) | number of adjacent vertices that precéde is the minimum schedule peridd
P(FE?) max;, ; d=;(F5?) PROOF. Let H be the vertex induced subgraphi@f? such that
g o al links that contairv; as the head _ each vertex inf has degree at leadtF2?). The existence off is
M;, M;"M; a”}'\'/‘?ktshﬂ:at% Hd and |nte|rf(|e(reHW|tAh?“ a}{/[hnks straightforward from the definition @f(G). Without loss of gener-
in at precede every link iff;; ; - ; ; ;
ratio between max and min intetference ranges ality, letl; ; be the vertex mﬁll with the smalle.st mterfe;%r;():ilrénge.
NZ (v, a,3) | the set of nodes who interferes some nodes iffrom Theorem 2, there exists a clique of size at Iéé% in
N2 5 tfz(vm a) anf‘jvlla(s |nter;ren;(]9\rrft(jlus atﬂli%ﬂ F£?. The optimal solution thus needs 75(% )L colors. Algo-
=(bi,5, O, e union otV = (v, &, an =(v;,
A, B) max, | INZ (Lo, 00, B)] rithm 1 uses< §(F&?) + 1 colors. This flnlshes our proof.[]
X(Fg) | optimal number of colors for graphc; 3.2 Scheduling under fPrIM Model
Mo all incomging/outgoing links frond; ; . . . i
w(e),éj(e),c(e) weight, traffic load and capacity of link Kumar et al. [21] studied the scheduling under a different pro

tocol interference model (with parame®r where a transmission

by a nodev; is successfully received by a nodgiff ||v, — v;|| >

(1 4 9)||vi — vj|| for any nodevi, # v;. This needs every node

to dynamically change its transmission power based on receiving

node. Recall that in this paper, we assume that any node will have

a fixed transmission power. It is not difficult to design network

examples where the methods (processing links in the order of de-

creasing length) developed in [21] will not work under our model.
Under RTS/CTS model, we essentially showed that the optimal

color assignment needs at lea$F2?) colors. Note that when

PROOF. For each linkl, , € I=(e), without loss of generality, ~ the graph is modelled by UDG(FZ?) is essentiallyA(FEZ?),

Notice that Theorem 1 works for the interference on nodes only.
Foralinke = I; ;, letIZ () be the linkse’ interfering withe under
RTS/CTS model and whose radius is not smaller tharollowing
theorem shows a counterpart that works for links also.

THEOREM 2. For a given linke = I; ;, at least|I= (e)|/(2C1)
time slots are needed to schedule all linkd if(e).

we assume that, > r,. Recall that’ = I, , ande interfere by whereA(F£?) is the maximum degree of the conflict grapfy>.
definition. Following we discuss by cases. Thus, almost any greedy based coloring method (using at most
Case 1:The interference region of, covers eithep; or v;. A(FE?) + 1 colors) has a constant approximation ratio. Several
Case 2: The interference region of nodg, can neither cover previous Iiteratures claimed the same result (that the optimal col-
v; norv;, andv, is outsidethe unionR(l;;, 1) of interference re- oring need(A(FE)) colors) under the fPrIM model and pro-

gion of v; andv;. Clearly, in this case;, must also be outside of  posed some algorlthms to color the communication gxdpising
R(lij,1). Sincee ande’ interfere, it must be that the interference  O(A(FY)) colors, whereA(FZ) is the maximum degree of the

region ofv, covers eithew; or v;. conflict graphFZ under fPrIM model. We can also defiieFy)
Case 3:The interference region of nodg can neither cover; as the maximund-degree of theFZ which can be computed by
nor v;, andwv, is insidethe unionR(l;;, 1) of interference region applying Step 2-3 of Algorithm 1 odZ. However, as we will
of v; andv;. Thenw, will “interfere” a dummy nodey,. show later, there are examples of communication graphs whose op-
In summary, we conclude that at least one end nodg pinter- timal coloring needs constant colors, while, on the other hand, both
feres with some nodes in regidt(l; ;, 1), i.e., the head of,, 4 is in A(FE) and§(FE) areO(n'~¢) for any0 < e < 1 if all nodes
NZ(l;;,1). Recall thatNZ(li,j, 1) = NZ(vi, DHUNZ(v;,1). have the same transmission range ane= r; = r. This shows

The head ot,, , is either inN=(v;, 1) or N=(v;,1). Without loss that any greedy algorithm that us®$A (FZ)) or even@(§(FE))

of generality, we assume that at Ieasi )|/2 heads of the links colors could be very bad compared to the optimal solution.

in IZ(e) are in N=(v;,1). From Theorem 1, there are at least We now describe such an example as in Figure 3. Here all nodes
|IZ(e)|/(2C1) heads that interfere with each other. Thus, there are have same transmission range and interference rangae links



formed several groups such that all links in each group are parallel Vi

and each link has length The groups are placed in a cyclic man- L N \% T\!YL, ,,,,,, U
ner such that any sender of one group interferes with all receiversin SRV TR AP Va
the previous group and does not interfere with any other receiversin / / U
other groups. The number of links in each groupis© and there s
group group (a) Casel (b) Case2 (c) Case3

aren® groups. Obviously, in the conflict grapR’, the degree

of each vertex (corresponding to a physical linkyis ¢, Thus,
A(FE) = 6(FE) = n'~<. On the other hand, we can use at most
3 colors to color all the links without conflict: we color groups in
clockwise order, and all links in the same group are assigned the

same color that is the smallest available. vptruz. Since both|v, — w1, ||vp — uzl| and|jv, — v;]| are not
greater tham,, we have||v, — v¢|| < 7p.

Figure 4: Links in a small neighborhood will interfere with
each other in protocol interference model.

/".A//.'H'.“\-\‘ Case2: v; is insideAujuzvp, as shown in Figure 4(b). In this
H/ \H casev, is inside triangleAu usv,. Then it is easy to show that
lop = el < max{||vp — w1, [lvp — u2l|} < 7.
AN //‘ Case3: v, is inside Auiuav; as shown in Figure 4(c). In this
-’Q:.H ././';- case,v, is inside one of the three triangle&u, uav,, Auiv;ivp,

Augvjvp. Similarly, we have|v, — v < 7.
Obviously, the above three cases covers all possible situations.

Figure 3: Bad example for simple greedy This proves that link, 4 interferes withl, .. [

The above example shows that it is unclear whether Algorithm 1 Similar to Lemma 3, we have the following necessary condition
can find a scheduling that approximates the optimal solution when for interference-free link scheduling under fPriM model.
the interference range equals the transmission range (the proof of
Theorem 4 does not extend to this scenario). Fortunately, the ra- LEMMA 6. For any time slotr, any valid interference-free link
tio of the interference range over the transmission range is usually SchedulingS under protocol interference model must satisfy that

around? in practice. Next, we utilize this property to design an o
efficient link scheduling with a constant approximation ratio. Xer + Z Xetr < [——==x1,
Given any two nodeg_ ; andl, , in conflict graphFZ such that e/€Iin (e) ATt T

3] p,q G

v; andv, are receivers, if; ; andl,, , interfere with each other, then

it is possible that (1), interferesv,, or (2) v, interferesu;, (3) or wherelI*" (e) is the set of incoming links efthat interferee.

both. If v, interferesu;, then we treat the link betweén; andl,,, This is because that for all incoming neighboring links of link
as anincoming linkfor ; ;. Similarly, if v; interferesv,, we treat Lemma 5 implies that there are at mgst—2"— ] links that can
the link as aroutgoing linkfor I; ;. Letd!” (F5) andd{' (FE) be aresin 5

be scheduled at any same time slot. We then present our main the-

the incoming and outgoing degreelof; in the conflict graphF; orem about the optimum coloring for fPrIM model with > 1

respectively. The number of incoming links of a vertexi§ is its
incoming degree, and the number of outgoing links are its outgo-
ing degree. Similarly, we definA™ (F%) and A°“*(FZ%) as the
maximum incoming and outgoing degree in graph respectively.

THEOREM 7. Optimal vertex coloring for conflict graplrg
needsd(A™(FE)) colors ifmin; +; is some constant 1.

When~; > 1 for each node;, we will show that the optimal color- PrROOF For any linkl; ; such thaw; is the receiver, we parti-
ing needs at leash(A™" (FY)) colors, where the hidden constant tion the space using equal-sized cones apexed at nagewhere
depending onnin; v; (which is typically2 in practice). b = [amfni]. From the Pigeon hole principlé; ; has at
Y
LEMMA 5. Consider any communication lirlk ;, wherev; is leastd;’; (Fg)/b Iin_ks whose receive_rs arein th_e same cone. From
the receiver. Consider two links,, andl. ; that arel; ;’s incoming Lemmaybs, all Ilnks |nlt3he same cone mterfere with each o_ther. Thus,
links in conflict graphF%, wherev, andv; are the receivers. If i, has atleast;’;(F¢)/bin-coming links such that they interfere
Lvgujur < arcsin ’YT—l then linki,, interferes with linkl, ;. with each other. It |mpl!es tha_lt any yalld colorlr_lg will use at least
v ' di" (F&)/b among the incoming neighbors of lik;. Thus, the
PROOF. Draw two raysv;va, v;v, €manated from node; such - optimal coloring needs at leadt™ (F%) /b + 1 colors. [
that Lv,v;vs = arcsin 72—;1 anduvg, v; are in the cone as shown in
Figure 4(a). Without loss of generality, we assume that— v, || > Note thatA (FZ) could be arbitrary larger that™ (F£). Thus,
|lv; — ve||. Draw a circleC centered ab; with radius||v; — vgl|. simple greedy algorithm using (F£) colors does not worke.g,
Letuius be the line passing, that is tangent to circlé andu., us the algorithm proposed in [1] for UDG networking model. It is
are the intersections of this line with lingv,, v;v, respectively. known that the optimal coloring can be obtained by using greedy
SinceZuiv;jvq < arcsin 72—;1 we have approach on a certain ordering of verticeif. Next, with a care-
ful selection of link ordering, we present our centralized scheduling
ur — vgl| < [Jvj — vyl - '727_71 <or, - 72_71 =y 1 ; L method (Algorithm 2) that needs at m@stA™ (FZ) + 1 colors.
H n P
Thus,||vp — wr]| < [Jvp = vgll+ [lur = vgl| <rp- 2 475 5% = THEOREM 8. Algorithm 2 uses at mo&t A (F% ) +1 colors.
rp. Similarly, |[v, — uz|| < rp. Following we prove that node, PrROOF The key observation is that in any directed graph, the
interferes withv; by cases. sum of all vertices’ incoming degree equals the sum of outgoing

Casel: v,uius2v; is a convex quadrangle as shown in Figure degree. For the link ; with the largestl;; (G") —d?%"(G”) in &,
4(a). In this casey:; is either inside triangle,v;us or triangle we must havel;”;(G') > d7%'(G'). Thus, when we assign color



Algorithm 2 Centralized Scheduling under Protocol-Interference

Input: A communication grapli = (V, E) of m links.
Output: An interference-free link scheduling.
1: Construct the conflict grapR%? and let graptG’ = F52.
2: while G’ is not emptydo
3:  Find the linki; ; with thelargestd;”; (G') — 34" (G") in G’
and remove this vertex fror&’ and all its incident edges.
Let [, denote the&:th vertex removed.
4: Process the sequences of liriks from [,,, to ;. Assign each
link I, the smallest time slot not yet assigned to any of its
neighbors inF% .

(or time-slot) for the link;, ;, the subgraph induced by all the links
that have already been processed is exactly the subgrapight
before vertex; ; was removed in thevhile loop of Algorithm 2.
Therefore, there are at mastd;”; (G”) adjacent neighbors &f ; in

FZ that have already been processed. In other words, the smallest 5:

time-slot assigned th,; is at mose-d;"; (G') + 1, which is at most
2-di"(F%)+ 1. This proves that we need at mastA™ (F&) +1
time-slots for an interference-free schedulé.l

4. DISTRIBUTED ALGORITHMS

In a wireless network, centralized algorithm may not be possi-

tralized Algorithm 1 in which the lower bound @ F£?) could
not be found by using only local information, the lower bound of
#(FE?) could be easily obtained by any liik; by simply count-
ing the number of interfering links that precede itsélg., with
larger link interference radius. Algorithm 3 presents our distrib-
uted coloring method that uses at mo$F%?) colors.

Algorithm 3 Distributed Coloring Algorithm for RTS/CTS Model
Input: A communication grapld’ = (V, E).
Output: A valid coloring of all links.
1: Each nodev; collects all communication links, sa¥f;, that
containv; as the head,e., all links{; ; with r; > ;.
2: Each node; collects all communication links, denoted by;,
that are not inf; and interfere with some link&;.
3: Node v; finds Mj, which is the subset of links id/; that
precedesverylink in H; and letM;” = M; — M;".
4: Nodevw; sets all links inM;" as uncolored.
while some links inM;" are uncoloredlo
6: Nodev; listens messages from other nodes.
7. if v; receives a messa@olor(p, g, k) then
: Nodewv; marksl,, 4 with color ID k if 1, , is in M.
9: for each node; in H; do
10:  Find the color with minimum color ID, sa¥, that is not
used by any link that is conflicted with ;. Color link [; ;
with color ID k.

ble and even if possible, due to the dynamic features of wireless , ..

networks, it is inefficient to update the coloring using a centralized
algorithm. Thus, in this section, we design efficient distributed al-
gorithms to get a valid coloring with good performance guarantee.

4.1 Algorithm For RTS/CTS Model

11: Sends the messagdgeolor(i, j, k) to all heads of the links
adjacent td;, ; in M, .

THEOREM 9. Algorithm 3 computes a valid coloring using at

In literatures, several distributed algorithms have been proposedMosté(FE&?) colors, which is asymptotically optimal.

for the vertex coloring. The first solution is to simply apply a dis-
tributed vertex coloring on the conflict gragh’?. Recall that all
previous distributed algorithms work for the general graph. By tak-

PrROOF First, we show that the algorithm does terminate. Since
it is straightforward that the number of nodesAR is bounded by
#(FE?), thefor loop terminates i (n) iterations. Thus, the max-

ing advantage of special properties of conflict graph defined here, j;num time needed for all other processes other thhite loop is

we are able to obtain a deterministic distributed coloring algorithm
that colors the links withO(A(F£?)) colors in almost constant

bounded by a finite tim@ and our main focus is to show that the
while loop does terminate for any node Let(vo,, Voy, - - -, Vo, )

time when the interference ranges are homogenous. On the othefyg the sorted list of nodes in the decreasing order of their interfer-

hand, as shown in our centralized algorithm, the optimal color is
O(8(FE?)) which could be much smaller thak(F&?) when in-

terference ranges are heterogenous. Thus, simply applying a col-

oring algorithm with ratio©(A(F&?)) may not achieve a good
performance. The first instinct is to design a distributed version
of Algorithm 1. However, finding the node with the global max-
imum degree iteratively does not seem promising for distributed
algorithm. Thus, we need to find some lower bound for the optimal
color other tharO(6(FZ?)).

Given two nodes); andv;, we say that; precedesy; if and
only if r; > r; orr; = r; andi > j. Given a pair of linkg; ;
andi, 4 with different heads:; ; # h,, 4, We say that; ; precedes
lpgifri; > rpqorr,; = rpqandh;; > hy, Recall that
r;,; = max{r;,r; }. We also say that the corresponding veritex
precedes, , in the conflict graph in this case. For a veriex in
graphFE?, letd? (F&?) be the number of adjacent vertices that
precedd; ;, which is calledefficient degreef [; ;. From Theo-
rem 2, there are at Ieasfj (FE*)/(2Ch) vertices adjacent to and
preceding; ; that form a clique in which each verteixg,, the cor-
responding link in the communication graph) interferes with each
other. Let¢(F5?) = max, ; d7;(F£?), then Theorem 2 shows
that optimal coloring algorithm needs at leag#%?)/(2C1) col-
ors. Thus, finding a coloring algorithm using at méxip(FL?))
colors is a constant-ratio approximation algorithm. Unlike the cen-

ence range. Thus,,, precedes,; if and only ifi < j. Sincevo,
precedes every other nodéd, is empty andv,, colors all links
that are adjacent to,, in time 7. Now consider the node,, and
M} If 1y, € M}, then eithew, or v, iS v, . Thus, all links in
M, are colored. Therefore, all links that are adjacentdp are
colored before timeT". Similarly, all links that are adjacent g

are colored before timg - T'. Thus, all links are colored in time
n-T. Itis straightforward to show that, by assuming color one link
takes a unit time, the running time of this algorithm is at mast
wherem is the number of directed communication links.

Second, we show that the computed coloring is valkd,no two
conflict links have the same color. Consider conflict links and
lp,q, following we discuss by cases.

Case 1:1; ; andi, 4 have the same head. Without loss of gener-
ality, we assume that; = v, is the head of the links. Thus, both
l;,; andi, , are inH;. Therefore]; ; andi, , have different colors.

Case 2:1; ; andl, 4 have different heads. Then, without loss of
generality, we can assume that; = i, hp o = p andv; precedes
vp. Sincel;; € M, 1; ; is colored beforeV/;f becomes empty.
Thus, [, 4 is colored after; ; is. Therefore, whew, colorsi, 4,
it uses a color that is different from the color &f; based on our
algorithm.

Third, it is straightforward that Algorithm 3 uses at me$fF2?)
colors,i.e,, it has a constant approximation ratio.]



Notice that in Algorithm 3, we start to color a link after all in-
terfering links preceding it are colored. Thus, in the worst case, it
may take timeO(n) to color all the links, where: is the number
of nodes in the network. Here we assume that in one time unit,
a node can color all its incident links. Comparing with previous
poly-logarithmic time distributed coloring algorithms that color the
graph usingA(F£?) colors, Algorithm 3 may take longer time.
However, following example shows that( F£?) could be as large

Ei\./l Wl
W Ui Uk Vi
.\\‘2 .\Vi .\' X W, Wi W

(a) The Original network  (b) The Conflict Graph

Figure 5: A could be©®(n) of number of colors used by Alg. 3.

asO(n) times of the color used by Algorithm 3, whereis the
number of the nodes in original network. In Figure 5(a), there are
k pairs of transmission linkg v1, ..., unv,. Nodesui, v have
interference rangé and all other nodes have interference range
wheree is a small positive constant such that nadedoes not in-
terferev; for i, 7 > 1. The corresponding conflict graph is shown
in Figure 5(b). It is not difficult to see that we only need two colors
while the degree of,,; isn — 1. In other words, compared with
previous poly-logarithmic time methods wifd(n) approximation

ratios, our method has a constant approximation ratio using larger show thatg < 2C' 5 -

worst-case running time.

4.2 Faster Algorithm For RTS/CTS Model

Although Algorithm 3 computes a coloring that is at most con-

notation in order to extend the Theorem 1 and Theorem 2. For
a given nodevi, Let N=(vi, a, ) be a node set composed of
the nodes satisfying that (1) each of their interference radius is at
least”}; (2) each of them interferes some nodesfifvs, o). Let
NZ(l; ;,a,3) be the union ofNZ(v;, o, 3) and N= (v, o, ).

The proofs of the following Lemma 10 and 11 are similar to the
proofs of Theorem 1 and 2 respectively and thus are omitted here.

LEMMA 10. For any nodev, and any seV, C N=(vx, a, §),
there exists a subs&f, of V;, with cardinality at least|Vx|/Ca,5]
such that nodes iV}, interfere with each other wher€, 5
(6aB+1)* +11.

LEMMA 11. Forany linkl; ; and any seVi; € N2(l; ;, o, 8),
there exists a subsgt; of V;; with cardinality at leat| Vi; / (2Ca+1,3) ]
such that links iV/;; interfere with each other.

Let A(e, B) = maxy, ; |[N= (L ;, o, 3)] andx (F5?) be the op-
timal number of colors. Based on Lemma 11, the following theo-
rem is straightforward, for any fixed, 3,

THEOREM 12. x(FE?) > [A(a, 8)/(2Cat1.5)].

THEOREM 13. Algorithm 4 computes a coloring that is at most
O(log(w) + 1) times of optimuny (FZ?).

PrRoOOF Without loss of generality, let link; ; be the link that
has the maximum color ID, say. To prove the theorem, we will
(log(w) + 1) - x. Following we prove
it by contradiction and for the sake of contradiction, assume that
g>2C12- (log(y) +1) - x.

We first argue that for ang < k& < log(%)), there exists a
link ;1) ) such thatr, ) ;o < 7i,;/2" and its color ID is not

stant times of the optimal, it may need linear number of rounds to smaller tharg — 2C1 2 - k - x. We prove this argument by induc-
compute the coloring. In certain circumstances, we would prefer tion onk. If & = 0, then the argument trivially holds. Assume for
the distributed algorithms that run fast to the distributed algorithms & < p, the argument holds. From Theorem 12, by letting= 0
that have good performance as long as the fast distributed algo-andg = 2, x > A(0,2)/(2C1,2). In other words, the number
rithm does not perform much worse. Following we present another Of links, that interfere or are interfered by lidk,) ;) and whose
distributed algorithm that computes the coloring very fast with a radius is not smaller than, ) ;) /2, is at mosCh 2 - x. Thus,
good performance guarantee ©flog(v)) + 1), wherey is the there must exist a link ,+1) ;»+1) such that
ratio between the maximum interference range over the minimum 1. l;e+1) j+1) interferes oris interfered bly) ;) ;
interference range among all nodes. 2. T4 e+ < ri; /2Pt and

3. Liw+y) j+n'scolorIDis atleasy — 2C12 - (p+ 1) - x-
This finishes the induction.

Thus, letk = [log(y)], liNk I;10sw) j110x(s)) has the color
ID not smaller tharg — 2C4 2 - [log(¥)] - x. This implies that
lilos() ) jl1es(v)) has atleas?Ci 2 - x + 1 adjacent links. Since,

log(~ It
Ty(los(w))) j(loswy)) < Tiy /20 andry,g > 15 /2108 ),
all links that interfere or are interfered by linkog(v)) ;102

. . log(8)] ; Llos(w)]
have interference radius at least =" 7'

Algorithm 4 Fast Distributed Coloring Algorithm For RTS/CTS
Input: A communication grapli = (V, E).
Output: A valid coloring of the communication graph.
1: Nodew,; computes a subset, sék, of all communication links
containingv; such that linkl; ; € H; if and only if r; > r;.
while nodev; failed to obtain the channelo
Nodewv; monitors the channel and competes for the channel.

2:

3: /2. From Lemma

4: for each linkl; ; € H; do 11,y > [2Ch2xtly 1, which is a contradiction. Thus

5. Color link I; ; with the smallest color ID, sa¥, that is not X 2 [T5en =Xt L ' '
used by any link that conflicts with ;. 9 < 2C12 - (log(¥)) +1) - x. This finishes the proof. L]

6. Broadcasts the messa@elor(i, j, k) to each head of links

4.3 Distributed Algorithm Under fPrIM Model

From Theorem 8, any coloring algorithm that uskg\ ™" (F%))
colors under the fPrIM model has a constant approximation ratio.

Algorithm 4 assumes that there is certain competition based MAC pere we give a distributed algorithm (Algorithm 5) that bears the
layer (.9, 802.11 with RTS/CTS) available for a node to obtain the  gjmilar idea of our centralized method (Algorithm 2).

channel. We use this MAC mechanism to obtain a link scheduling  regarding the distributed method (Algorithm 5), we have:
that is efficient and interference free. Algorithm 4 is very simple
and can be implemented without much additional computation on  THeorem 14. Algorithm 5 computes a valid coloring with at

each node. However, the proof of the performance guarantee ismosQ.Ain(Fg) + 1 colors withO(m) messages, where is the
not straightforward. To prove the main theorem, we need some number of communication links.

that conflict withl; ;.




Algorithm 5 Distributed Scheduling for fPrIM model

Input: A communication networks = (V, E).
Output: A valid coloring of all links.

1: Assign each communication link a lab&HITE.
2: The header of each communication lihk collects all incom-
ing links and outgoing links, denoted tMm andM"“t.
3: while link /; ; is WHITE do
4:  Link [; ; monitors the channel.
5:  If some linke in M;" |J M?4* announces that it becomes
GRAY with time- stampk: link 7; ; locally stores the label of
link e asGRAY and the time stamp.
6:  if the number ofVHITE links in M} is not smaller than the
number ofWHITE links in M?%" then
7: Link I; ; competes for the channel.
if Link I;,; obtains the channghen
Link ; ; labels itselfGRAY with a time stampt + 1
wheret is the maximum time stamp of aBRrAY links
stored locally. Hereé = 0 is no GRAY links are stored.
Link 1; ; send to all adjacent links if& the message
thatl; ; becomesSRAY with the time stamp+1. Link
l;,; makes a list of linksS; ; composed of the current
WHITE links in M, | M?Y*.
while there exists some links ifi;, ; not coloreddo
Link 1; ; listens to the announcement. If a link in S; ;
announces its color, then lirlk ; locally updates the status
of ¢’ as colored together with the color &f
Link I; ; colors itself using the smallest color available that
will not produce any conflict with links it; ;. It then sends to
all adjacent links inFZ without a color the message about its
current color assigned.

10:
11:

12:

PROOF Notice that for each link; ;, it uses the smallest color
that is not used by any links ifi; ;. Since the number of incom-
ing links is not smaller than the outgoing Iinksﬂ;,]-, link 1;,; is
colored with a color not greater than di" (F&) + 1. Thus, Al-
gorithm 5 computes a valid coloring with at mastA™(FE) +1
colors. Note that each link ; only announces twice in our distrib-
uted scheduling algorithm: when it becont@gAy and when it is
colored. Thus, the overall message complexit@sn). [

5. WEIGHTED COLORING AND SCHEDU-
LABLE FLOWS

5.1 Scheduling With Traffic Load

In TDMA system, the minimization of the number of colors is
closely related to the maximization of the network throughput. One
intrinsic assumption behind the idea of coloring is that each com-
munication link has the same packet arrive rate, the number of

traffics that need to go through each communication link is same.

However, this is not likely to be true and it is possible that some
communication link carries more traffic than others.

t
(b) assigned colors

(a) network

Figure 6: Simple example: unweighted coloring is inefficient.

Consider a simple example of multihop wireless network com-
posed ofk source and destination paifs;, t;) as shown in Figure
6(a). For simplicity of our presentation, we assume that every node
in the network can transmit atbps if it uses all time slots. Observe
that we need at leat+- 1 colors, which can be obtained by assign-
ing colors to links s;v; andwvst;, and colork + 1 to link vy v2 asin
Figure 6(b). This implies that communication limkv, can trans-
mit once everyk + 1 time slots. However, the path between each
source destination pair needs to go through link.. Thus, link
v1v2 becomes the bottleneck and the overall network throughput is
only ny bps. For each source destination pair, its throughput is
approximatelym bps, which is inefficient. Thus, we need to
generalize the coloring that can take the traffic rate on each com-
munication link into account. In this paper, we use Weighted
coloringto capture this, which is defined as follows.

DEerFINITION 1. Given a graphG = (V, E) whereV is the set
of vertices andF is the set of links. Every link; € E has an
integral weightw; > 0. A weighted link coloring is an assignment
of at leastw; distinct colors to each link; such that no two links
sharing the same color interfere with each other.

By introducing the notation of weighted coloring, we can as-
sign different weight to different communication links. For ex-
ample, given a set of flow requirementsf; from s; to ¢;, 1 <
1 < k, a certain routing algorithm will determine the routing path
for each flow. The weight of a link is then the total flow pass-
ing throughe divided by the bandwidtla(e) of link e, i.e., we =

W Let us see how the weighted coloring can help to

improve the throughput using the example shown in Figure 6. By
assigning weightl to each links;v1, vat; for 1 < i < k andk

to v1v2, obviously a valid2k coloring can be obtained. It is not
difficult to observe that the total throughput is naw2 bps and
each communication pair has a throughput g£k. This increases
the throughput obtained from the unweighted coloring by an order
of k. Following, we show how to obtain a valid weighted coloring
based on the unweighted coloring.

Algorithm 6 Weighted Coloring Algorithm Based on Unweighted
Coloring Algorithm A

Input: A communication grapliz = (V, E') with weight on each
link and an unweighted coloring algorithyh.
Output: A valid coloring of the links.
1: Build the conflict graphF; based on original grapli and
interference model. Assign weight; ; to vertexl; ; € Fg.
2: Construct a new conflict grapR/, from Fs as follows: for
each vertex; ; with weightw;_ ;, we createw; ; vertices,l}
l2

[3 j!

T wl & and add them t&/;. Add to graphF/; the edges
connectlngw, i;jforl <a<b<w:; AddtographFy
an edge betweelf ; andi}, , if and only if there is an edge
between; ; andi, 4 in graphFg.

3: Run the unweighted vertex coloring algorith#on F..

4: Assign link; ; all the colors that are used B, for 1 < k <
Wi, 5 in Fé;

We then show that Algorithm 6 has a performance guarantee that
is not worse than that of the unweighted coloring algoritdm

THEOREM 15. If A uses at mosd times of the optimal colors
for unweighted coloring, then Algorithm 6 also needs at most
times of the optimal colors for weighted coloring.



PROOF. Notice that for any valid weighted coloring fdéiz, I;,;
is assigned at least; ; colors. By assigning each verté}g- in F
a distinct color that is assigned#g;, we obtain a valid unweighted
coloring for Fy;. Thus, x(Fg) < x(Fg). Herex(F¢) is the
minimum number of colors needed for unweighted coloringn
and x(Fg) is the minimum number colors needed for weighted
coloring in Fz. Since A will return a coloring with at mosty -
x(F¢) colors, Algorithm 6 produces a coloring with at mast
X(F&) < a- x(Fg) colors. This finishes the proof.[]

The basic idea of Algorithm 6 is to create a clique of sizg;
for each linkl; ; and color the new graph using unweighted color-
ing methodA. Although this gives a general framework to design
weighted coloring, its time-complexity could be large if the weight
is large. Fortunately, Algorithm 6 could be simplified without much

overhead compared to the unweighted algorithm: the main idea is

THEOREM 17. Under the RTS/CTS model, any link fléwhat
permits an interference free link scheduling must satisfy the con-
straint 29+ > () 53 < 2C1. Onthe other hand, i +

> €12 (e) ﬁge,; < 1, then any link flow permits an interference-

free link scheduling.

Similarly, under the fPrIM Model, we have

THEOREM 18. Under the fPrIM model, any link flodthat per-
mits an interference-free link scheduling must satisfy the following

constraint 4 + 3, in oy 222 < [ T 11 On the other

hand, it52 + 3,/ jin () 253 < 1, then anyllnkfIOV\Z permits

an mterference free link scheduling.

arcsin

The proofs of the above theorems are similar to those of [1,

to assign colors for one link at once: instead of assigning one time- 17, 21] for other interference and networking models, and are thus

slot to a linkly, we assignw;, time-slots to linki; when process
link I.. As an example, we modify the Algorithm 4 to obtain a fast
weighted coloring (Algorithm 7). Following we show that Algo-
rithm 7 has the same performance guarantee as Algorithm 4.

Algorithm 7 Fast Distributed Weighted Coloring Algorithm
Input: A communication grapliz = (V, E).
Output: A valid coloring of links in the communication graph.
1: Nodew; computes a subset, sék, of all communication links
containingv; such that linkl;,; € H; if and only if r; > r;.
. while nodew; failed to obtain the channelo

Nodew; monitors the channel and competes for the channel.

2

3

4: for each linki; ; € H; do

5:  Color link I;,; with the first fitw; ; colors that are not used
by any link that interferes or is interfered by;. Here, the
assigned colors are not required to be continuous.

6: Broadcasts the messa@elor(i, j, k) to each head of links
that conflict withl; ;.

THEOREM 16. Algorithm 7 finds a coloring that needs at most
O(log(¢) + 1) times of optimum.

PROOF Let A, be the coloring algorithm by applying Algo-
rithm 6 based on Algorithm 4. Observe that the coloringdaf is
nondeterministici.e., the output could be different because of the
randomization introduced by the different processing time of dif-
ferent nodes. However, it is true that the output of Algorithm 7 is
one of the possible outputs gf,,. From Theorem 15, any coloring
output by A,, is at mostO(log(t) + 1) times the optimal. Thus,
Algorithm 7 computes a coloring that needs at n@gtog (1)) +1)
times optimal color. [J

Similarly, we can modify Algorithm 1 and Algorithm 3 to obtain
efficient weighted coloring methods with the same time complexi-
ties and approximation ratios. The details are omitted here.

5.2 Necessary and Sufficient Conditions for
Schedulable Flows

Similar to [1,17,21], we also make the connection with flows on
the links of a wireless networt and the link scheduling. We will

omitted here due to space limit. Similar theorems can be obtained
for networks with multiple channels and multiple radios.

6. PERFORMANCE EVALUATION

We evaluate the performances of our new link scheduling algo-
rithms for RTS/CTS model by conducting simulations with random
networks.

Network Settings: In these simulations, we randomly generate
n wireless nodes uniformly in 80 x 10 unit region. The transmis-
sion range is randomly drawn from8 to 2 unit, while the interfer-
ence range is randomly set to b& to 2 times of its transmission
range. Typically, a unit represents about 50 meters here. We as-
sume there is a sink (or an access point) in the network, all traffics
are towards it. The sink is placed in the center of the region in
the simulations. We vary the node numbefrom 40 to 200. For
each numben, 100 vertex sets (networks) are randomly generated.
Given a sampled network, we not only test the number of colors and
the network throughput resulted by our various link scheduling al-
gorithms, but also count the number of messages and rounds used
by the distributed algorithms. The average of these performances
over all these 100 randomly sampled networks are reported. For
each source, we run the classical shortest path algorithm to deter-
mine the traffic route. Notice that our scheduling algorithms do
not rely on any particular routing algorithms, here the shortest path
routing is used as an example.

In the first scenario, we assume the system does not know the
volume of each traffic. So it is an unweighted case where we need
to assign one color for each link involved in the traffics. We test our
centralized and two distributed algorithms (Algorithm 1 [Cent], Al-
gorithm 3 [Dist-1], and Algorithm 4 [Dist-2]). The simulation re-
sults are reported in Figure 7. First, for the number of colors and the
throughput, three algorithms have similar performances. When the
node number increases, more colors are needed and the throughput
decreases. The centralized algorithm has the best throughput while
the fast distributed algorithm has the worst, as our expectation. For
both distributed algorithms we also count the number of messages
and rounds used. It shows that Dist-1 algorithm used much more
messages and rounds than Dist-2 (fast distributed algorithm). The
large number of rounds and messages needed by Dist-1 is due to
the first two steps in Algorithm 3, which collect all communication
links in H; andM;. The large number of rounds of Dist-1 is mainly

give both a necessary and a sufficient condition on the link flows due to conflicts among messages for collecting information. Notice
such that an interference-free link scheduling is feasible. Recall that two adjacent links in the conflict graph need to compete for the

that we usé(e), c(e) to denote the load and the capacity of a link
e respectively. From Lemma 3 and Theorem 4, it follows that

channel first. After a node; obtained the channel, it uses a unit of
time to assign colors to all links if; and inform other interfering
links about the coloring used.
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Figure 7: Scheduling without traffic load information.

In the second scenario, we randomly draw the traffic produced
by each node from to 10 units. Then for each link; ;, its weight
w;,; IS the total volumes of traffics that need to go through it, which
could be0. The simulation results are given in Figure 8. The
throughput of weighted methods are much better than those of un-
weighted methods. Our centralized and distributed methods have
similar throughput.

g
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Figure 8: Scheduling with nonunform traffic load.

7. RELATED WORK

Scheduling has been studied extensively in the past few years
due to its application for assigning time slots in TDMA MAC pro-
tocols that eliminate collision, guarantee fairness. Scheduling can
be reduced to different coloring problenesige coloringandvertex
coloring.

Edge coloring, in which every edge corresponds to a valid com-
munication link, is a natural way to capture the link scheduling
problem. An edge coloring igalid if no two incident edges share

the same color. Vizing's theorem [4] states that a valid edge color-
ing for anindirectedgraph can be obtained by using at mas#- 1
colors, whereA is the maximum node degree in the graph. On the
other hand, any edge coloring needs at legagtolors. Any edge
coloring that use®(A) colors is close to the optimal. Panconesi
and Srinivasan [25] proposed a randomized distributed edge color-
ing method that uses at mash + 1 colors.

To some extent, this captures some transmission restrictions in
wireless ad hoc and sensor network in which no node can receive
or send at the same time slot, but it did not address some other inter-
ferences such as secondary interference. When one has a valid edge
coloring, it can be easily mapped to a TDMA scheduling. How-
ever, it is possible that two communication links sharing the same
color still interfere with each other in a wireless network. In order
to remedy this, Gandhat al. [10] proposed to use a two phase
scheduling method: in the first phase, a distributed valid edge col-
oring is obtained; in the second phase, a valid scheduling taken into
account the secondary interference is obtained. In essence, [10] is
based on the protocol interference model. The overall scheduling
in [10] only provided a performance guarantee when the conflict-
ing links form a tree. In [15], Jaiet al. proposed a new concept
conflict graphthat captures the interference in a wireless networks.

Vertex coloring is one of the most fundamental NP-hard prob-
lems in graph theory and has been thoroughly studied. A vertex
coloring isvalid iff any two adjacent vertices receive different col-
ors. The minimum number that is needed for a valid vertex coloring
for a graphG is known as thehromatic numbeg (G). Itis known
that for general graph, the chromatic number cannot be approxi-
mated withinn' ~ for anye > 0, unless ZPP=NP [9]. For ver-
tex coloring of a general grapfi, it was proved that, every graph
G can be colored using(G) + 1 colors. Then Hochbaum [14]
presented a method to find the valueddtz) and colorG using
d(G) + 1 colors inO(|V| + |E|) time. Ramanathan [26] pro-
posed a unified framework for TDMA, FDMA and CDMA based
multi-hop wireless networks. They also proposed a timeslot as-
signment to edges; the number of timeslots required is at most
O(0) times the optimum, wheré is the thickness of a graphe,,
the minimum number of planar graphs into which the network can
be decomposed. Krumket al. [19] proposed efficient approxi-
mation algorithms for the distance-2 vertex coloring problem for
various geometric graphs includir{g, s)-civilized graphs, planar
graphs, graphs with bounded genus, etc. In [20], Kuetat. stud-
ied packet-scheduling under RTS/CTS interference model and gave
polylogarithmic/constant factor approximation algorithms for vari-
ous families of disk graphs and randomized near-optimal approxi-
mation algorithms for general graphs.

Several distributed algorithms that ue€A) colors have been
proposed in literatures. AA + 1)-coloring can be computed in
time O(logn 4+ A) [24] or O(Alog n) [11]. In [22], Maracoet al.
proposed a distributed algorithm that computed’dm\ )-coloring
in time O(logn). All of the above distributed algorithms do not
take the interference into account and is based on the message pass-
ing model, which implies that the actual time used in a wireless
environment could be much larger [23]. Recently, Moscibretla
al. [23] proposed am(A) distributed coloring method with time-
complexity O(Alogn). It is worth to point out that the coloring
in [23] considered a simple interference model and the time is close
to time needed in practice. However, the coloring in [23] is based
on the assumption that the wireless ad hoc network can be mod-
eled as a unit disk graph (UDG)g., their method will return a
coloring that only guarantees that any nodes that are adjacent in the
UDG will get different colors; nodes that are not adjacent in UDG
may get the same color. In addition, they assumed that all nodes



have the same transmission range and same interference range asdynamic environment where the traffic load on links could have
its transmission range. This is different from the interference-free some small changes.
scheduling studied in this paper.
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