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Abstract—Transmission power plays a crucial role in the design one may really need to reduce the transmission power (or
and performance of wireless networks. The issue is therefore range) to as small a value as possible without sacrificing the
complex since an increase in transmission power implies that .,nnectivity

a high quality signal is received at the receiver and hence an Sub " th fi f minimal t .
increase in channel capacity. Conversely, due to the shared nati ubsequently, on the assumpton of minimal transmission

of the wireless medium an increase in transmission power also POWer, a plethora of literatures were proposed to improve
implies high interference in the surrounding region and hence a the capacity bounds of wireless networks by employing vari-
quadratic reduction in the capacity of wireless networks. Recent ous techniques ranging from mobility [4], [5], [6] to multi-
literatures indicate that employing multiple channels can mitigate  ~hannel multi-radio [7], UWB radios [9], [12], directional

the negative effects of wireless interference and thus greatly ¢ 101 [11] eto. M . th d
improve the overall network capacity. Therefore, it is worth antennas [10], [11] etc. Moreover, since the power consume

investigating the effect of exploiting power on the capacity of bY the radio frequency (RF) power amplifier of the network
multi-channel multi-radio (MC-MR) wireless networks. Specifi- interface card (NIC) directly depends on the transmission
cally, in this paper we address the following questions: (a) Can we power, there are a lot of research efforts [13]-[15], for..e.g

maximize the capacity of MC-MR wireless networks by exploiting COMPOW, that focus on designing power-optimal algorithms

power? (b) Under what criteria can we increase the transmission L o .
power of the nodes in a MC-MR network? for maximizing the lifetime of the energy-constrained n®de

When n nodes each withm half-duplex interfaces are op- Such as sensor nodes. Surprisingly, there are opposite argu
timally deployed in a torus of unit area, traffic patterns are ments recently [16]-[18]. In [16]-[18], researchers stutig

optimally assigned, each transmission’s range is optimally chosen power prob|em by various approaches such as optimization,
and in the presence ofc channels, we show that in contrast to  gjm|ations etc and show that under some network configura-

the setting where nodes transmit at minimum power level P, ti it be indeed imized b Vi .
the transport capacity, measured in bit-meters per second, of Ions capacity can be indeed maximized by properly INCreasi

MC-MR network exploiting power is increased by ©(-<—) in the transmission power.
region ¢,min < ¢ < mn/2 and by ©(n) in region ¢ > mn,/? when While the current state of art [2]-[6],[9]-[15] resort to

o

nodes tune to transmit power level of Py(=—-)% and Pon?  utilizing minimum transmission power for maximizing sizti
respectively—where c,,,;, is the minimum number of channels reuse, lifetime of energy-constrained nodes etc on sirliga-c
required to achieve conflict-free transmissions in a network. Our pg| single-radio network (SC-SR) wireless network, we fcu
analysis also sheds light into several insights that designers may gy study on the following aspects: (i) It is not understood
want to consider to improve the performance of energy-efficient . . -
bandwidth-constrained wireless networks. yet the effect of employing power on multi-channel multi-
radio (MC-MR) wireless networks and hence, it is worth
investigating whether we can extract more capacity from MC-
. INTRODUCTION MR networks by exploiting power. This inspiration indeed
In their seminal paper [1]-[2], Gupta and Kumar first derivedomes from the fact that when the number of available chan-
the capacity of ad hoc wireless networks in the limit as theelsc is larger thanc,,;, (the minimum number of channels
number of nodes grows to an arbitrarily large level. Undereeded to achieve conflict-free transmissions in a netviark)
this model, the authors indicate that regardless of théainitc > c,,;,, the distance between co-channels can be enlarged
location of the nodes and traffic pattern in a fixed aredy utilizing those extra channels — c,,;,. The larger co-
the throughput in bit-meters/second cannot grow fastem thehannel distance also implies that each node can increase
v/n. Consequently, the end-to-end throughput available figg transmission power without affecting the spatial reuse
each node i$)(1/4/n) which in turn approaches zero as thgii) As mentioned before, most studies focus on employing
number of nodes: increases. This pessimistic result stemginimum power either to maximize spatial reuse [2]-[11]
from the fact that most communication has to occur betweeand/or lifetime of energy-constrained nodes [13]-[15] or t
nearest neighbors, at distances(mﬁ), with each packet minimize the relaying burden on nodes [16]-[18]. However,
going through many other nodes (serving as relays) befdhe crucial parameter that these studies overlook is theakig
reaching the destination. Therefore, it might appear that luality at the receiver i.e., SNR (signal-to-noise ratibhus,
reducing the number of hops traversed by each packet (ive plan to exploit power to improve the SNR at the receiver.
by increasing the transmission power i.e., range) and theis t According to Shannon-Hartley theorem [1], the capacity
burden on nodes serving as relays, the throughput avaitablegbits/second) is a function of the SNR and hence an increase i
each node can be improved. However, the authors [2] poBNR may be leveraged to increase the capacity which in turn
out that increasing transmission range (or power) may eduzan lead to a system with greater spectral efficiency. One may
the capacity due to spatial concurrency constraints andeheralso note that a reduced transmission power as well as a large




distance between transmitter-receiver pair can in faecathe A. Definitions
quality of signal at the receiver and correspondingly the ca () Arbitrary network: We study the capacity of the pro-
pacity. Therefore, in contrast to these existing reseaffdnt® nsed model under the arbitrary setting introduced by Gupta
we look at the power problem from a d|ffer.ent perspective anghg Kumar [2]. In the arbitrary network setting, we suppose
are summarized as follows: (a) We exploit power to enhanggyt , nodes are arbitrarily located in a torus of unit area
the quality of the signal power at the receiver (i.e., SNR) the plane. Each node has an arbitrarily chosen destimatio
without sacrificing the spatial reuse or lifetime of nodég;As 1o which it sends traffic at an arbitrary rate. Each node can
pointed out in [2], an increase in transmission power in%plighose an arbitrary range or power level for each transnmissio
high interference in the surrounding region and consediuent gpecifically, since the location of nodes, traffic pattern ba
quadratic reduction in the number of coexisting transmfssi controlled in arbitrary setting, the bounds obtained fds th
As aresult, we investigate the effect of transmission pawer scenario are applicable to any network and may be viewed as
multi-channel multi-radio (MC-MR) wireless networks; andne pest case bounds on network capacity especially fdc stat
(c) Finally and most importantly, an increase in transroissi multihop networks such as WMNS.
power also implies increased energy consumption and henc%b) Transport CapacityWe study the transport capacity of
a reduction in the lifetime of the nodes. Therefore, in thigie network which is defined as the sum of the distances
work we focus our attention on networks that have no powWgjward the destination traveled by every bit per unit time.
constraints such as Wireless Mesh Networks (WMNS) (SeRnce the transport capacity is measured in bit-meters per
CellNode M100 [19]). second. For instance, IeXp;,) be the destination for the
Motivated by these ideas, we specifically address the felloWow from node X,. If b (7) bits reach from nodeX; to
ing two questions: (a) Can we maximize the capacity of MQeceiverXR(k.) in 7 seconds, thed_;_, by (1) HXk — XR(k)H
MR wireless networks by increasing the transmission powesg-meters are transported inseconds, whergz — y| denote

(b) Under what criteria can we increase the transmissiorepowhe Euclidean distance betweerndy. The transport capacity
of the nodes in a MC-MR network? The results derived in thigf the network,C is given by

paper indicate that it may be possible to build capacityragit n
wireless networks by exploiting the transmission power in Cor = 1i 1 b X, — X

MC-MR network under the following two constraints: (i) T Tkz_l k(7) H F R(k)H

¢min = O(c) and ¢ = O(nm); (i) ¢ = Q(nm)—where B

Cmin is the minimum number of channels required to achiey¥t-meters per second.

conflict-free transmissions in the network and the number

of existing channels. Furthermore, surprisingly our ressalso B. Notations

point out that if the maximum transmit power $(n) i.e., e use the following asymptotic notation to represent the
Praz = Q(n), then partitioning the fixed bandwidth intopounds:

©(nm) subchannels leads to higher resource utilization and

thus enhance the capacity of the wireless network. Thissidde ° i(?%):fo?flg(:]\), implies that3k, N, such thatf(n) <
is an interesting and contrasting result to previously istield g - . lies thatl; [ g
T s e o
In summary, the main contributions of this paper are the * /") = wlg(n)) IMples thatgin) = olf(n)).
following. Y pap e f(n) = Q(g(n)) implies thatg(n) = O(f(n)).
e f(n) = O(g(n)) implies that 3k, k2, N, such that

o This paper produces the first effort to quantify the ef- kig(n) < f(n) < kag(n) for n > N.
fect of employing power on the capacity of multi-radio he rest of the paper is organized as follows: Section i

wireless network operating on multiple channels. — gigcysses the motivation behind this work. In section lig w
« Since the key objective of this paper is to determine a1y start with the discussion of the network model and

optimal capacity region, we derive the upper and lowefap, tocus on the models for communication. Section IV
bounds on the capacity of the proposed model (MC-MResents some useful lemmas used to obtain the capacity
networks exploiting power) when node placements a

AT unds of the proposed model and in section V we present
chosen arbitrarily.

. - . ) he summary of our contributions. In section VI and VII, we
« Contrasting to existing literatures, we derive the bounqg,plish the capacity of the proposed model under arpitrar

on capacity for the proposed model to show that unlikg,ings. Section VIII presents the implications of theutess

single channel wireless networks, MC-MR wireless Nefjgriveq in this paper. In section IX, we present the related
works in fact allow us to exploit power to obtain higheg, ;. Finally, we summarize our work in section X.
capacity and hence it may be possible to build capacity- ’

optimal MC-MR networks by utilizing power. . M OTIVATION
« Furthermore, we show that the previously established . ) o .
bounds in [7] for multi-channel multi-radio (MC-MR) In this section, we discuss an example to illustrate the

networké may not be accurate and thus presents neRower problem in MC-MR networks. For convenience of
essary modifications to obtain more accurate results. €lucidation, here we consider a single radio multi-chameei

work as shown in Figure 1 and assume that each transmitter-
receiver pair is placed at a distance(¥fl) apart. Suppose that
1We refer to MC-MR networks exploiting power as the proposediaho P P ) P PP

and the MC-MR networks using minimum transmission power sudn §g € _Channels are present in the network. AlSQ'dﬁTin be th(?
as the basic model. minimum number of channels needed to achieve the maximum



number of simultaneous transmissions in a netwérkWhen A. Network Model and Assumptions

nodes transmit at the minimum power level sBy. Let us

Consider a network of: nodes in a torus of unit area.

also assume that,,i, < c. . o Let X;, 1 < i < n, denote the location of node We
In the Figure 1(left), we assign each overlapping interfefgj|| yse X; to denote a node as well as its location. Let
ence disk with a distinct channel. Since all transmitterthis %(XivXR(i)) .i € Tx} be the set of all transmitter-receiver

setting employ power leveP,, the number of channels neede

airs in some particular slot an, be the transmitted power

to achieve the maximum simultaneous transmissions,is. |evels for these pairs. Similar to [2], we also assume aegott
Recall thatc > ¢,:n Channels are present in the network. lnodel for convenience of elucidation. Let the transmission
should be pretty obvious from the Figure 1(left) that theve fadius and interference radius be denoted-@$ and Ir(i).

no benefit in assigning those remainiag- ¢ channels to e further take the following assumptions.

this particular setting since the network has already redch
the maximum number of simultaneous transmissions. Thus the
guestion arise, how could we exploit the residual c,,;n
channels? What if we allow each transmitter to increase its
power from P, to say P > P, such that all the channels—
that isc— present in the network are completely utilized. We
show this scenario in Figure 1(right) where each node iserea
its transmission power fron®, to the powerP where all the
existing ¢ channels are exploited.

We assume that there arechannels in the network and
each node is equipped witty interfaces,1 < m < c.
Moreover, we assume that all nodes transmit on an ideal
channel without channel fading.

« We also assume that an interface is capable of transmit-

ting or receiving data on any one channel at a given time.

« We assume that each nodg : i € Tx is constrained to

a maximum transmit poweP,,,,. such thatP, < P, <
Phaz, Where Py is the minimum transmit power.

it » CHL» Ott, owi oMz oMy B. Impact of Power on Interference Model
CH1 ) cH3 We study the capacity of the proposed model under the
oHg, 1, s = so-called model of communication, the protocol model. s th
cH2 oht, CHE model, the transmission from nod€, : € Tx, is successfully
oH1 : col c”fﬁ 4 received by the receiveX ;) if and only if the receiving
Tonz | owom g oo node X ;) is in the transmission radius of the corresponding
e * © transmitting nodeX; and is out of the interference radius of

all other transmitting nodex(y,k € Tx \ ¢. In [2], Gupta
and Kumar do not explicitly take into account the dependency
Flg 1. Flgure on the left shows transmitter-receiver palfmslmlt at a Of power Of each node on the Interference under the protocol

minimum power levelP, and utilizing ¢,,;» channels. While figure on the

right shows the same setting when nodes transmit at a powdr eve P, model. Thus, we modify the interference model by considgrin
and utilizingc channels. Each circle (or disk) corresponds to the inteniez  the power level of each node.

disk around a transmitter-receiver pair. To derive the necessary and sufficient condition for a
successful transmission, we first quantify the transmisaiod
Next we determine the transport capacity, measured in bitsterference radius of a node in the wireless network aslin [3
meters/sec, of the multi-channel network transmittingoater 1) Transmission and Interference Radifrom the theory
levels Py and P > F,. Let Bp, and Bp be the bit rate of communication, we know that both the transmission and
between each transmitter-receiver pair employing powalde interference radius of a node in fact depends on two factors—
Py and P respectively. Since each overlapping disk is assign@énsmission power and the propagation gain. Thus, for a

a distinct channel under both settings, we hgv@multaneous transmission from nodeX; to its receiver X p(;), we em-
transmissions and hence the network capacity for transrpiby the following widely used model for propagation gain,
power level Py and P are Bp,3 and Bpy respectively. g, p = (||X; — Xg(;)||)~*, wherea > 2 is the path loss
Based on Shannon-Hartley theorem, we know that an increas@onent and]Xi — XR(i)H is the physical distance between
in transmission power implies high data rate and hence wansmitter-receiver paiX; and Xp,. In this context, we
have Bp5 > Bp,5. As this example indicates, when thesssume that a data transmission from nodeto receiver
available number of channelsis larger thanc,.,, we can xp . is successful only if the received signal strengttay.,

still extract more capacity from multi-channel network byyceeds a power threshold, sayi.e., L >
exploiting power. This indeed is the motivation behind thi?_ o . (X =Xne [ = ]
work. hen, the transmission radius of the node, denoted @sis:
. P;
i)=Y
I1l. BACKGROUND n

hSé'milarly, we assume that a transmission from naokg is
chessfully received aX'r(; only if the interference power
evel does not exceed a threshold, sdyat the receiver.
llowing the same derivation for the transmission radihs,
interference radius of a node, denoted/a&) is obtained as
follows:
P;

’note that an increase in transmission power implies an ineréas Ir(i) = (—
interference disk. B

The objective of this paper is to derive the bounds on t
capacity of the proposed model when node placements
chosen arbitrarily. For the ease of exposition, we starhwi
the discussion of the network model and then focus on f
models for communication.

)1/a



2) Necessary and Sufficient Condition for Successful Trans- Channel Model B: In this model, we haw&, = W for
mission: For a given channet € ¢, we present the necessary  all x € c. Intuitively, we can observe that each channel

and sufficient conditions to schedule a successful trarssoms has a bandwidth oft” and hence, this model is applicable
from node X; to its receiver nodeX ;) under the protocol to scenarios where new channels are created by utilizing
model. additional frequency spectrum.
1) The receiving node& ;) must be physically within the
transmission radius of nod¥; i.e., IV. SOME USEFUL RESULTS
, Pi1/0 In this section, we derive some results that is used to obtain
1: = Xro | < r(i) = (?) / D the upper bound of the proposed model.

2) The receiving nodeX ;) should lie outside the inter- Lemma 1. Receiver-Based Interference Model: In a wire-
ference radius of any other node € Tx \ i that is |ess network under protocol model, 16tX;, X)) and
transmitting in the same channel, i.e., (Xk, Xr(r)) be two active transmitter-receiver pairs, then the

, . (kamyd
Xk = X || = r(k) = (k1o (2) disks of radius 1" (|| X; — Xpg|| + [ Xi — Xrw|)
B centered at receivers over the same channel in the same slot
are essentially disjoint.

) N ) Proof: Let (X;, Xg(;)) and (X, Xg()) be two active
We use Shannon’s capacity formula for the additive Whit@ansmitter-receiver pairs. From equation 1, we can comput

Gaussian noise channel to model the data rate. In this model.and P, respectively as follows:

the data rate is a function of the signal-to-interferenicesp

noise ratio (SINR) at the receiver. In this case the data rate P > || X; — Xgr||” = kan || Xi — Xrey||”

C. General Physical Model

Lr;)m transmitterX; to its receiverXp(; is given in bits/sec P, > HXk — XR(k)H‘¥ = ks HXk — XR(k)Ha
P where ks is a constant and it takes valuégW, for power
Tx—xo e level Py and NoW,n?2 for power levelP,,,..
B, = W, log,(1 (X=X ) -
i = Walogy(1 + ) Recall that the protocol model places the following con-

NoW, + NS 5 TN . ; ) .
oW+ Lners i (IXK=Xr@ D= straints on the relative locations of these nodes and using

. . i ©) equation 2, we get:
wherelV, is the bandwidth of the channgle ¢ in hertz, and

Mo is the noise spectral density in watts/hertz. B _ ksn 1 B
2However, recall that we employ protocol model to char- HXk XR(”H = (55" HXk XR(k)H ®)
acterize the interference and hence under the so-called pro
tocol model for each receiveXr(; if all the transmitters
X, € Tx \ 7 are more than/r(k) distance away, then the
accumulated interference atp(;) will be negligible.

Hence, equation 3 can be rewritten as

kan, 1
T 1% = Xno | ©)

[ X: = Xng || = (

Using the triangle inequality first, we can derive the foliog
relation between the location of the node pairs;, Xr;))
and (Xk, XR(k))-

P;
B; = W, log,(1 + W) ) [ XRe) — Xra || + X = Xrwl| = [|Xre — X
oWg ksn. 1
Moreover, recall that in subsection IlI-A, we assumdXr) ~ Xnao | = ( 3 )2 [[X = Xago || = [[ X = Xrgo|
that each node is constrained to a maximum transmit @)

power P, such thatPy < P, < P4 Where Py

is the minimum transmit power. For the simplicity OfS|m|IarIy we can write,

analysis, let minimum K;) and maximum £P,,,.) trans- ksn, 1
mit power level be NgW,n||X; — X, ||” and Pon? = [ Xr@) — Xra || = ( 3 )% [|Xi = Xrep | = (| Xi — Xra |
NoWan(v/n || Xi — Xpeiy||)* respectively in the sequel. (8)

Adding the inequalities in (7) and (8), we get

D. Assumptions on Channel Model %)é -1
As in [7], we consider the following basic assumptions OAXR“) — Xnwll = 2

the channel model. Note that X,y and Xy are the receivers and we can
. ; w A R(d) - (k) ! C
« Channel Model A: In this model, we hav&’, = > for  deduce this inequality to say that for transmitter-reaeive
al x € c. Int_U|t|ver, we can see that as the number %airs (X, Xpiy) and (Xy, Xp(r) to be active, then a disk
channels €) increases the bandwidth for each channel C(kanyd
decreases and hence the data rate supported by edcradius ———(|[X; — Xp; ) centered atXr;) and a
channel will be less (see eq (4)). This model is applicabbg;I

. (Bamya
' ' it is fiedjsk Of radius ———— (|| X}, — Xpq ||) centered atY
2 (k) R(k)
fnjcﬁgfv”gﬁavmiﬁ :}Z tg:g;{a;\:jantfblg tl)ig?ndwlﬂ:] (Ias;(ifsl,)t(ies ould not overlap. We term this model as the receiver-based
channels y Spiting ifterference model. =

(1% = Xre || + | Xk = Xr@w|)



Lemma 2. Sender-Based Interference Model: In a wirekemma 5. For z € RT anda > 1, In(1 + 2%) < az
less network under protocol model, I€tX;, X)) and

(Xk, Xrxy) be two active transmitter-receiver pairs, then Proof.
hgny L a a
the disks of radius (1 + " ")(||X; — Xpel|| + In(1+2%) < In((1+2)%)
| Xk — Xrr)||) centered at transmitters over the same channel = aln(l+z2) <az

in the same slot are essentially disjoint.

Proof: This lemma can be easily proved from the previous
Lemma 1 and hence the proof is omitted here for brevisy.

The receiver-based and sender-based interference models
are indeed the same. While the former focuses on the in- In this section, we present the capacity bounds of MC-
terference region around the receiver, the latter focuses MR networks exploiting power for the following scenarios:
the transmitter. In the sequel, we adopt the sender-bag@iicmin < ¢ <nm/2; (b) ¢pin > c and (c)c > nm/2.
interference model to develop the capacity bounds of theUnder the sender-based interference model and when node
proposed model. However, note that all the results in thiepa Placements are chosen arbitrarily, the transport capaiity
hold true under both interference models. the proposed model measured in bit-meters/second under

] o channel models A and B is given by:
Lemma 3. The number of simultaneous transmissions on any

V. MAIN RESULT

particular channel is no more than Channel Model A:
1
_ oW, /™) whenc,, <c<nm/2;
7T(1 + %)2d2 ] ( Cm,in) /
=9y e(W/™*)  whenc,, > c;
whereA = (%) — 1. Q(Wn-m) c>nm/2;
Proof: Let ||X; — Xp(;|| = d for all i € Tx. Hence, Channel Model B:
according to Lemma 2, disks of radigs + £ )d centered at — h _
each transmitter on the channek ¢ are essentially disjoint. O(We /o) whency, <c<nm/Z
Since the area of each such diskrid + £ )2d?, it follows that =9\ O(Wy/nme)  whencp, > ¢
the network can support no more thm simultaneous O(Wn2m) c>nm/2;
transmissions on any channek c. |

. VI. AN UPPERBOUND ON TRANSPORTCAPACITY
Lemma 4. Suppose each node transmits at a power level

Py, then the minimum number of channets,;,, required to We considem nodes arbitrarily located in a torus of unit
achieve conflict-free transmissions in the network is noanoarea on the plane. The following are the basic assumptions on
than the model being considered:

kam(1+ 2)2d%nm 1) The network transportsnT bits over7’ seconds.

5 2) The average distance between the source and destination
of a bit is L. Together with (1), this implies that a bit-
where A = (’%”)% — 1 and k3 = NoW,, for power levelP. meters/second okn L is achieved.

3) Transmissions are slotted into synchronized slots of
length 7 seconds.

There arec channels present in the network and each
node hasm (1 < m < ¢) half-duplex interfaces (or
radios). Moreover, we assume that each node in the
network employ the same transmit power in all channels.
This model is referred to as Symmetric Allocation. In

Proof: Since each node has interfaces, there are total
of nm interfaces in the network. Noting that each interface )
cannot transmit and receive at the same time, the maxi-
mum number of pairs of interfaces available for simultarseou
transmission is no more thamn/2. Lemma 3 states that
the number of simultaneous transmissions on any particular
channel is no more tha{% and therefore, to achieve

_ w(1+5)2d? o Appendix, we also analyze a different setting where all
nm/2 simultaneous transmissions, the minimum number of  nodes do not employ the same transmit power which is
channelsc,,i, cannot be more than referred to as Asymmetric Allocation.

Cmin > nm 5) There also exists minimum number of channgls, <
(1 + %)2d2 = 92 ¢ Or ¢nin > ¢ With which the network can achieve

interference-free transmissions.

6) When the domain is off square meters rather thdn
square meters, then all the upper bounds are scaled by
wherek, is a constant. ] VA.

Clearly, we can deduce from Lemmas (1)-(4) that an i
crease in power implies a linear increase in disk radius kvhi
in turn implies a quadratic increase in minimum number
channels i, ox A? = ((%)% —1)2, required to achieve
interference-free transmissions in the network.

kam(1+ £)2d*nm
Cmin =
2

heorem 1. Consider a wireless network with nodes each

ith m half-duplex interfaces deployed in a domain of unit
area under the sender-based interference model, then the
transport capacity\nL is upper bounded as follows:
Channel Model A:



o Whene,,, < c<nm/2 Cmin < € OF cin > ¢, With which the network can achieve
conflict-free transmissions. Heneg,;,, < ¢ implies that the

MTL < V2ksWT [T bit — meters/second ~ areaconsumed on each channel is upper boundey by=).
(2+A) V memin This also implies that if each node increases its disk raloyus

e Whenc,,, > c¢ e then all existinge channels can be exploited. On the
V2ksWT other hand, note that the reasoning of [7] holds true when
6 \ [P it meters/second

AnTL < in > C.
n (2 T A) Cmin = C
Channel Model B:
o Whencim < ¢ < nm/2 AnT )
¢ ¢ <nm/ Z Z (1 Jr )2 < BT min(¢pin, €) (11)
— 2ksW'T
AnTL < V2k 61/ D it — meters/second . b=t h=t )
(2+A4A) V 7cmin which can be rewritten as
e Whenc,,i, > ¢ gff 2 4 BT min(cpmin, ¢) (12)
— 2ksWT 2
nTL < \{;-EMA/) 1/ DIE it — meters/second b=1 h=1 m(2+4)
Noting that the quadratic equation is convex, we have
24
Wherek5 = (7701 5)/(111 2) al’ld k'G = 'f]/(hl 2) AnT h b) AnT h(b
Proof: Consider an arbitrary bit, wherel < b < AnT. > Z dh <> Z (dp)? (13)
Let the number of hops that bittraverses from its origin to b=1 h=1 b=1 h=1

its destination in a sequence bfb) hops, where théth hop Combining (12) and (13) yields
traverses a distance df. Then from assumption (2), we have

AnT h(b) . L .
nT h b) Z Z dh S 4BTH mln((lnllnv C) (14)
(24 A)?
Z Z dr > M\nTL 9) b=1 h=1
b=1 h=1 Now substituting (9) and (10) in (14) yields the result
which follows from the fact that the line segment has the 3 -
shortest length among all curves passing two given points. \TL < 2BT [nmmin(cmin, )
nTL < (15)
Let H be the total number of hops traversed by all bits (2+A4) ™

in 7' seconds i.e. 1 = 5.,"] h(b). Since each node has  To get the final capacity bounds, we need to consider the
interfaces, and each interface transmits over a channél Wigllowing scenarios where different values for data r&tare
rate B bits per second, the total number of bits that can begbtained.

transmitted by all nodes over all interfaces is at mé%tﬂ CASE A: ¢pin < ¢ < mn/2. Recall that whilec channels
(where the factorl /2 is based on the half-duplex nature otre present in the network, no more thayp;, channels are
the interface). Hence, we have utilized. Hence to completely exploit the existingchannels,
AnT BTnm gach node can increase the disk size, k‘% which in turn
H= Z h(b (10) implies that each node can augment the poRerom P, to

PO(\/7) SubstltutlngPo(\/T)O‘ in equation (4) and

From Lemma (2), we know that a transmission over a hc{%ing Lemma 5, we gét
of lengthd is successful only is there is no transmitter within
a distance of2+A)d, whereA = (%)= — 1. Alternatively, 5 _ logy (1 4+ 1| —S=)) = W logy (1 + (n% —S—)%)
we can say that two disks of radigs+ %)d centered around v Cmin v Crmin
the transmitters are essentially disjoint. This may be eas
each hop consuming a disk of radi(is+ %) times the length In(2)
of the hop around each transmitter. Since the area consumed W,

- M In(1 + (na L)%)

) Cmin

2 C
on each channel is bounded above by the area of the domain < ln(2)77“ E(Cmin) = Weks o (16)
(= 1m?), summing over all channels and the slots (there can
be no more thar- slots in7" seconds) we have the followingwherek; = (n+g)

/(ln 2). Since§ > 1, we can use Lemma 5
constraint: to replaceln(1 + z)% by (a/2)

. . . B = —< 1
Remark 1. We are particularly interested in the scenarla tSubstltutlng Waks o in (15) andW, = W/e, we

wherec,,;, < ¢ < mn/2. In [7], the authors assume that
channels are present in the network and hence the summation \nTE < V2ksWT [ nm 17)
of area consumed on each channeg ¢, sum tol. However, = 24A) V mmin

this reasoning is not accurate. In Lemma 4, we see that

; L >
there also exists a minimum number of channels,, where CASE B: crip, > c. I this setting when minimum number
of channels..i», IS greater than the existing channels i.e.,

3Since nodes employ same power (see assumption (4)), we asstreadha

node transmit over the channel with same data Ritee., B; = BVi € T 4we used the followindog, (z) = iZiiEg to replacelog, () by log, (z).




|
|

min(¢min, ¢) = ¢, each node can transmit only at the mini-
mum power levelP,. Hence substituting®, in equation (4) o DY
and using Lemma 5, we gaB = }’r‘l’—gn. Now, combining [

‘1
—
¢
‘1
‘1

B =Way andW, = W/c in 15, we obtain

i
— 2%WT [nm - i .
anTL < W e (18) | B e ... 2+VkA)d ]
e e e [ ] I ;X
whereks = n/(In 2). [ ] I I S :

Remark 2. We can see that in the scenario wheyg, < ¢ < rig 2. Figure on the left shows the arrangement of the tratesitn the
mn/2, the capacity of the arbitrary network under minimunaomain of area 2m?2. The distance between every transmittefds-/kA)d

power levelP, (i.e., basic model), is and hence, according to the sender-based interference thedtisk of radius
1+ \/E%)d around each transmitter do not overlap. Figure on the right
- \/ikz WT [mme. shows the enlarged view of the square cell. The receiverettitresponding
MTL < 6 men (19) transmitter can be placed at any of the locations mackeavhich is at a
(24 A)c ™ distance ofd from the transmitter.

Clearly, we can observe that ignoring the constants the
proposed model has a gain gf— over the basic model under

. vin VIlI. AL OWERBOUND ON TRANSPORTCAPACITY
the constraintc,,,;,, < ¢ < mn/2.

We will now manifest that the upper bound obtained
The derivation of the proof is based on the assumption iof the previous section is indeed sharp under the sender-
channel model A. However, all the results under channel inodmsed interference model by exhibiting a scenario where it
B can be obtained by replaciid by We. is achieved. Also, note that in this section we provide the
lower bound construction for a single interface multi-aheln

\Tvﬁﬁoremaﬁf-gfr:;??rz tgrggglseijse nlitv(ic&rl?nw;m dg?:;i i?cl:‘ninetwork; however the results can be easily extended to a-mult
m P ploy interface network by using the Lemma from [7].

area and when > mn/2, then the transport capacity is upper

bounded as follows: Theorem 3. When¢ < n/2, there is a placement of nodes
« Channel Model A and an assignment of traffic patterns such that the netwark ca
 When?m achieveAﬂ\/51 / - bit-meters/sec fomin(cmin, ¢) = Cmin
AnTL < T bit — meters/second andAlﬁ\/% bit-meters/sec fomin(c,,n, c) = c respectively

. Channel Model B under channel model A.

— Wksn2m Proof: We consider a torus of unit area. Partition the
nTL < bit — meters/second area intog- equal-sized square cells, and placgansmitter-
receiver pairs in each cell. Intuitively, this implies that
whereks = (n= 2)/(In2). transmitter-receiver pairs operating in distinct chasman be

placed at the same location. The location of the transnmiitter

_Proof: The capacity of arbitrary networks is also COngach cell is shown in Figure 2. Since the area of the domain is
strained by the maximum number of bits that can be transm

t- .

ted simultaneously over all interfaces in the network. Sinc{mQ' each cell has an area & a”‘?' S'd?S of '6”9“9 - \/%
each node has: interfaces, there are total afin interfaces L€t % = G-+ Each transmitter in a cell is placed at a
in the network. Each interface can transmit at a data rat@ ofdistance of(2 + v/kA)d from the transmitter at its adjacent
bits per second. Also, the maximum distance a bit can traveldell (recall the sender-based interference model). Faarme,
the network isO(1) meters. Hence, the total network capacitye can see that whemin(c,,,;,, ¢) = ¢, the distance between
is at mostO(B"5*) bit-meters/sec. two adjacent transmitters i€ + A)d which corresponds to

However, noting that the maximum number of simultaneoube diameter of the interference disk when nodes transrhits a
transmissions feasible in this network i8n/2 and hence a power levelF;.
when ¢ > nm/2 channels are present, indeed each nodeFrom the above construction, it can be verified that there
can tune its interface to a different channel. This as well ase total of - x ¢ = 3 simultaneous transmitter-receiver
implies that each node can transmit to a maximum powpairs located within the domain, each transmitting at a rate
level, Py.. = Po(y/n)%, without causing interference toof %(k) over a distance ofl = m. Hence the total
other _transmlssmns in th_e network. Therefore usifg,. in capacity of the network iswﬂd _ W s bit-
equation (4) and employing Lemma 5, we det= W, ksn. e 2

¢ 2(24VkA)
Now, combiningB = W,ksn and W, = W/c in O(B™2), meters/sec. Recall that= P Ca—m Therefore substituting

the network capacity is obtained %ﬁf“m) m for k, we obtain the network capacity as T% —— for

. o i ~ W n . . _
Remark 3. We can see that in the scenario wherg mn,/2, Min(Cmin, ¢) = Cmin and ~ Aﬂ\/f for min(cpin, ¢) = c.
the capacity of the arbitrary network under minimum power u
level P, (i.e., basic model), isO(*%42™). Indeed, we can Theorem 4. When e > n/2, there is a placement of nodes

observe that ignoring the constants the proposed model hag®d an assignment of traffic patterns such that the netwark ca

gain ofn over the basic model under the constraint mn/2. zchieve VignQ bit-meters/sec under channel model A.
c




instance, consider the network of three transmitter-vecei
pairs in Figure 3. Suppose that,;, = ¢ = 2, then according
to our approach each pair is constrained to a minimum transmi
power level,P, and hence the network capacity in bits/second
is W, (Py)+5. However, we can see that even though,, = c,
transmitter-receiver pair operating on changetan indeed
transmit at maximum power leveP,,,, without causing
interference to other transmissions; Thus, in this settireg
network can achieve a capacity fzIng(Po)”;2 + Wa(Praz)
Fig. 3. Figure on the left shows that all transmitters transahia constant bits/second Whl(_:h IS ObVIOU_SIy greate_r than the_ cap_acny at
minimum power levelP, while figure on the right shows the setting whereconstant transmit power setting. Certainly, there is stiim
some nodes can transmit at power level,. Each circle corresponds to the for capacity improvement and thus, we plan to focus on this
interference disk around a transmitter-receiver pair. topic for our future research work. Further, this may also
offer some suggestive guidelines for designers of statishme
I . network.

Prpof: Recall tha}t the domalnlls a torus of unit area. Let Correspondingly in Table I, we study the capacity of both
g = min(c, 5). Partition the area intg; cells, and placey o504 and basic models for the case— 1,c — Q(n).
transmitter-receiver pairs in the c_eII. 7ntun_|vely, WENCEEE e interesting situation that arises from the result indab
that sincec > n/2, eachg transmitter-receiver pair will be ig ot whene — n, even though the channels are partitioned

. " : [
operating on a distinct channe] and hence each pair can ii?t%csubchannels, the transport capacity of the network under
placed at the same location. Since the area of the domalr}Hé proposed model i®(Wn) i.e, the end-to-end throughput
1m?, each cell has an area &f and sides of length = \/%- available for each node i®(1V). This is a contrasting result
Recall thatg = min(c, §) andc > n/2, hence length of the to [7] which claims that the end-to-end throughput of each
square cell iss = 1. Each transmitter is placed at the centenode under channel partition approaches zero when n.
of the edge of the cell and its corresponding receiver isgglacThis improvement can be elucidated regarding the data rate-
at the center of the opposite edge at a distanceé. of SNR (signal-to-noise ratio) relationship in Shannon-tégrt
From the above construction, it can be verified that thetkBeorem. According to the theorem, the transmission rate i.
are total of% x g = % simultaneous transmitter-receivetthe data rate per unit bandwidth is a function of SNR and
pairs located within the domain, each transmitting at a ralence an increase in SNR may be leveraged to increase the
of %(P,,m) ~ @ over a distance off = s = 1. Hence the transmission rate. Therefore, while we employ the maximum
total capacity of the network 224 = Wr* pit-meters/sec POWer level Py, = Pyn®/2, the SNR in fact increases
€ ¢ m With the power i.e., SNRx P,,, and thus we observe
increased data rate for each partitioned channel. Altiseigt
we can say that the bandwidth is efficiently utilized under th
VIII. Discussions maximum transmit power level which in turn leads to a higher
In Table | we study the gain of the MC-MR networkcapacity at = n. On the other hand, when> n, the capacity
exploiting power over the basic model under the constraiat the arbitrary network indeed decreases with the channel
cmin = O(c) andc¢ = O(n). Indeed, we can see that wherpartitioning. Therefore, one implication that follows fincthis
the number of channels existing in the network,exceeds result is that if the maximum transmit power §&(n) i.e.,
the minimum channels required for achieving conflict-fre€,,... = ©(n), then dividing the fixed bandwidth int®(n)
transmissions i.e.¢..:n, the proposed model has a gain ofubchannels does not degrade the capacity of the wireless
¢_ over the basic model. However, whep,;,, > ¢ we see network. This in fact is an interesting and novel result that
that there is no point in increasing the transmit power levéie designers may perhaps want to consider while designing
and consequently end with the same capacity as in [7]—i.energy-efficient wireless networks.
gain =©(1). Therefore, one implication that follows from the

results of this paper is to achieve a capacity gain:‘%’ CAPACITY OF BAsIC MODE-LI—A:ABI\IIE)EPI;QOPOSEDMODEL FOR CASE
the designers should perhaps want to consider the cortstrain m = 1,c = Q(n) AND UNDER CHANNEL MODEL A
cmin < ¢ While developing energy-efficient networks such as
mesh networks. [c=Q(n) | Basic Model _Proposed Mode]
n oW) O(Wn)
TABLE | nlogn @(IOWn) @( Wn )

GAIN OF THE PROPOSED MODEL OVERBASIC MODEL (—“—) FOR CASE 5 log n
m=1,¢c=0(n) - n (%) o(W)

[c=0n) [ cmin=1 Cmin = loglogn  cmin = logn |
1 o(1) o(1) o)
loglogn | ©(loglogn) o(1) o(1) IX. RELATED WORK
logn O(logn) @(log’ﬁ)gn) o(1)

In this section, we initially focus our review on literatare
that aim to improve the capacity of wireless networks in

Yet another issue that arises is whetr«gg'ﬁﬂ is indeed the several ways and then present a few studies concentrated on
maximum gain achievable under the constraint, < c. For implementing power control algorithms for wireless netkgr




In their landmark work [2], Gupta and Kumar first derivedhe work on [7] on multi-channel multi-radio networks with
the capacity of ad hoc wireless networks in the limit as thbe consideration of directional antennas.
number of nodes grows to an arbitrarily large level. Under Recent literatures indicate that employing capacity lager
this model, the authors indicate that regardless of théainitunlimited bandwidth resources (UWB radios) can also improve
location of the nodes and traffic pattern in a fixed area, thige capacity bounds. Negi and Rajeswaran [9] show that when
throughput in bit-meters per second cannot grow faster thaach node is constrained to a maximum transmit poRer
v/n, and for a special arrangement of nodes and traffic patternd capable of utilizing” Hz of bandwidth, the uniform
a throughput of/n can be achieved. Therefore, the end-to-ertiroughput per node is upper bounded®(n log n)(*~1)/2)
throughput available for each node @&1//n). Gupta and and lower bounded b@(%) under the limiting case
Kumar also demonstrated the existence of a global schefuliphen B — ~. In [12], the authors study the same problem
scheme achievin(1/v/nlogn) for a network with random in [9] and tighten both the lower and upper bounds of the
traffic pattern and random node distribution. This pessimis network capacity to®(n(*~1/2) and close the gap between
result that the end-to-end thrOUghpUt available to eacle nq%e upper and lower bounds that exist in [9]
approaches zero as the number of nodéscreases motivated  Recently, power control in wireless networks has been the
many researchers to improve the capacity bounds of wirelgggus of extensive research. The main objectives of power
networks in several ways by employing mobility, directibnacontrol schemes is to reduce the total energy consumed
antennas, UWB radios etc. in packet delivery and/or increase network throughput by
In [4], [5], [6], the results show that mobility can increaséncreasing the channel’s spatial reuse through the use of
the capacity of wireless network. Under the assumption thaiv transmission power in the network. In [13], the authors
nodes are mobile and the position of each node is ergodic witidlicate that network capacity decreases significantlyh wit
stationary uniform distribution on an open disk, Grossgéau higher transmission power and hence they suggest using
and Tse [5] manifest that when nodes are mobile it is possilee lowest transmission power to maximize the capacity of
to have a constant of(1) throughput scaling per source-network. There are a lot of efforts following this suggestio
destination pairw.h.p at the cost of increased end-to-engi14],[15], and focus on using lower transmission power to
delay as the number of nodes in each unit area goesnt@ximize the network capacity. On the other hand, there is
infinity. Consequently, several researchers analyzedrtuet an opposite argument recently [16],[17]. In [17], Behzsd
off between delay and capacity in mobile networks[5], [6al formulated the problem of power control as an optimization
In [7], the authors study the network capacity in the contegtoblem and showed that network capacity can be maximized
where the number of interfaces at each node may be smalleby properly increasing the transmission power. Petrkal in
than the number of available channelsThe result shows that [16] also showed through simulations that network capacity
the capacity results are a function of channel-to-interfic can occasionally increases with higher transmission pamer
ratio and under arbitrary network setting there are twarist certain scenarios. In [18], the authors analyzed why networ
capacity regions: wherf> is O(n), the network capacity is capacity increases or decreases with higher transmissivarp
e(Wy/nm/c) and when< is Q(n), the network capacity is in different scenarios, by using carrier sensing and mimimu
O(Wnm/c). hop count in practice and showed that network capacity can
In [8], Liu et. al employ the infrastructure support tobe improved with higher transmission power in the networks
improve the capacity bound. The work considers the scenavitth a small diameter.
wherem base stations are placed in a regular hexagonal pattern
within the ad hoc network with: nodes and employs two X. CONCLUSION
routing strategies: deterministic and probabilistic. €nthe In this paper, we have derived the lower and upper bounds
deterministic routing strategy, the result shows thatiirows on the capacity of MC-MR networks exploiting power in
asymptotically slower thag/n, the maximum throughput ca-an arbitrary setting. Specifically, we answer the following
pacity is©(,/n/log(- )W) and if m grows faster thaR/n, questions: (a) Can we maximize the capacity of MC-MR
the maximum capacity i®(mW), which increases linearly wireless networks by increasing the transmission powésy?; (
with the number of base stations. In the probabilistic myiti Under what criteria can we increase the transmission pofver o
strategy, ifm grows slower than,/n/logn, the maximum the nodes in a MC-MR network? The results derived in this
throughput capacity has the same asymptotic behavior @per indicate that it may be possible to build capacityrogit
pure ad hoc network. Ifim grows faster than,/n/logn, wireless networks by exploiting the transmission power in
the maximum throughput capacity scales@&@n¥’), which MC-MR network under the following two constraints: (i)
increases linearly with the number of base stations. ¢min = O(c) and ¢ = O(nm); (i) ¢ = Q(nm)—where
Another relevant body of work is employing directionat,,;, is the minimum number of channels required to achieve
antennas to improve the capacity bounds under the contemnflict-free transmissions in the network and the number
of single channel and multiple channel networks. éti al of existing channels. Furthermore, surprisingly our resul
[10] show that in a random wireless network, the use @flso point out that if the maximum transmit power{n)
directional antennas can improve the network capacity byi.a.,P... = €(n), then partitioning the fixed bandwidth into
factor of 27 /«r, wherea is the beamwidth for transmitters and®(nm) subchannels does not degrade the capacity of the
by a factor of2r /3, where( is the beamwidth for receivers. wireless network which is an interesting and contrastirsylte
Moreover, the results also indicate that if both transmstteto previously published works such as in [7]. In future, wsoal
and receivers employ directional antenna, the capacitybeanplan to study the capacity bounds of the proposed model under
improved by a factor ofir?/a.3. In [11], Daiet. al extended random placement of nodes.



APPENDIX Substitutingy = 0 in (22) gives the transport capac-

While deriving the upper bounds for the MC-MR networkdy of the arbitrary network under asymmetric allocation

exploiting power in section VI, we assume the symmetrids % - and settingy = 1 in (22) gives

?3"0(?“02 r]r;od<el ;nd hep ce tlrlle ng? |t_r|ansm|t pov(\j/er tlev%iff)%\/w as the transport capacity which indeed
. (Po < .= mas), for all no €s, nere, we adopt ajiha capacity under power levély. Since the maximum
different setting, termed as asymmetric allocation, than

. . hetwork capacity is obtained whep = 0 i.e., when all
section VI and analyze the upper bounds for capacity Whﬁﬁdes empIF())y s)z;me powe? > Po)me can E:Iearly see that

in < ¢ < 25, o )
Cmin < ¢ < mn/ % —om_ s indeed the upper bound for the capacity

Theorem 5. Giveny (0 < v < 1), the transport capacity of pon,. ' . - mn,/2
the MC-MR network under asymmetric allocation in region e '
cmin < ¢ < mn/2, measured in bit-meters/second, when node
placements are chosen arbitrarily, in which the spatiateeu

can be described by the sender-based interference model [t A Kumar, D. Manjunath and J. Kuri. “Wireless Networkihgn Morgan
Kaufmann pp. 1-448, 2008.

_ ) - [2] P. Gupta and P. R. Kumar. “The capacity of wireless neteSrkEEE
ﬂ(kmﬂ + ks(1 — ’Y)E( €~ ¥Cmin MMCmin Transactions and Information Thegriflarch 2000.
(2+A4) c ¢ (1 =9)emin"" V T [3] Yi Shiand Y. T. Hou. “Optimal Power Control for Multi-Hop @tware
Defined Radio Networks,” irProc. of IEEE Infocompp. 1694-1702,

Proof: Anchorage, AK, May 2007.
Let us suppose that channels are present in the networlé] R. S. Diggavi, M. Grossglauser and D. Tse. “Even one-disiemal

) : ; mobility increases adhoc wireless capacity,”Hroc. of IEEE Int. Sump.
and no more tham;,;, channels are eXPIOIted' For a given Information Theory (ISIT)Lausanne, Switzerland, June 2002.

parametery (0 < < 1), we assume that interfaces tuned tgs] M. Grossglauser and D. Tse. “Mobility increases the cétyeof ad hoc
~Yemin Channels transmit at power leve)) and the remaining __ Wwireless networks,” irProc. of IEEE Infocom2001.

; ) ; [6] A. Gamal, J. Mammen, B. Prabhakar, and D. Shah “Throughplayd
interfaces tuned t(ﬁl - 7)67’”” can be tuned to a different trade-off in wireless networks,” iRroc. of IEEE Infocom2002.

power setting other thar?,. Then, we can interpret the[7] p. Kyasanur and N.H. Vaidya, “Capacity of multi-channeireless
following that sincec channels are present in the network, networks: impact of number of channels and interface,” Pioc. of

. ] o : MOBICOM, pp. 43-57, Cologne, Germany, 2005.
¢ VCmin channels can be divided among the mterface[-a B. Liu, Z. Liu and D. Towsley “On the capacity of hybrid veless

tuned to (1 — y)cmin channels. Therefore to completely ~ networks” inProc. of IEEE Infocom2003. _
exploit the existingc — vci, channels, each node that id9 R. Negi and A. Rajeswaran “Capacity of power-constrelire hoc

. - . networks,” inProc. of IEEE Infocom2004.
tuned tO(l - ’Y)Cmm channels can increase the disk size bPfO] S.Yi, Y. Pei and S. Kalyanaraman “On the capacity improveina

cIemin_ Thijs in turn implies that each node can augment ad hoc wireless networks using directional antenna,"Pinc. of ACM
(A=7)emin Mobihog 2003.

the power P from P, to Po( i:vc",”“f )a_ Substituting [11] H. Dai, K. Ng, R. Wong and M. Wu “On the Capac’i’ty of Multi-
(1=7)cmin Channel Wireless Networks Using Directional Antenna,” Hroc. of

C—YCmin \a j i ; IEEE Infocom Phoenix, Arizona, April 13-18, 2008
PO( (lfv)cm-n) In equation (4) and using Lemma 5 a”‘hz] H. Zhang and J.C.Hou “Capacity of wireless ad-hoc nekwainder
W, = W/e, we getB = ?%W Further, since each kj/lltra \I:viggol%and with power constraint,” iroc. of IEEE Infocom13-17
?nterface_tuned toycimin Channels transmit at power levep, [13] srCNarayaﬁaswamy, V. Kawadia, R.S. Sreenivas, and P. lnaK
it transmits data at the rate &f = %kG bits per second. Now “Power Control in Ad hoc networks: Theory, Architecture,gafithm
turn to the analysis of the upper bound. The difference stems W?e|'e'22'%”3ﬁ?é?éf§£o§he COMPOW protocol,” Rroc. of European
from the neeq to_ replace (10) and (11) by different EXPressIO 14) A Mugattash and M. Krunz “Power Controlled Dual Chah(RCDC)
The expression in (10) and (11) are replaced by the following ~Medium Access Protocol for Wireless Ad Hoc Networks,” Rmoc. of
IEEE Infocom vol. 1, pp. 470-480, 2003.
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Following the same derivations in section VI, the capacity
whenc¢,,;, < ¢ <mn/2 is upper bounded by

\ﬁT w W, c— YCmin NMCmin
(22)

5the bounds remain the same for> mn/2 and ¢min > ¢ under both
settings



