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CHAPTER |

INTRODUCTION

1.1 Problem Statement

We are building a natural-language based Intelligent Tutoring System (ITS)
Circsim-Tutor (CST)designed to teachedical students to solve problems in cardiac
physiology. @QRcsiM-Tutor communicates with students using natural language input and
output, which is intended to carry on human-liketoring dialoguesProviding human-
sounding conversation is modhfficult in a dialogue-based system than nmost text
generation systems, becauke computer’s utterances are interrupted by the student’s
utterances, which are not predictable.

In this thesis | especially ant to focus on the text generatissues of GRCSIM-

Tutor. | havestudied the languagproduced by tutors at thredifferent stages of the
generation process: discourse goals and strategies, turn tactics, and sentence structures.
The major issueare tutoring goals, comparison of tutorisiyles, cuenords, sentence
construction, grammar, and the markup of transcripts that isasie ofour analysis of

these other issues.

Tutoring Goals. | have analyzed a large quantity taforial dialogue formalizing
the rhetorical strategies and tactics of thtors. This analysis idetailed and rigorous
enough to be used for construction of a planner. | have dissected tutorial patterns into
methods, topics, andrimitives, wherethe methods are the tutorial strategies such as
“show contradiction” and “reason forward from previous result.” &higlysis is extensive

enough that it has been used the data forpublished machine-learning studies of
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discourse behavior anuitoring language issues. Amrt of this enterprise | have also
categorized the varieties of student response.

SGML Markup of Human-Tutoring Transcripts. The transcripts ohumantutors
that | analyzedre used itommon byall the GQrRcsiM-Tutor researchers. | haypat my
analysis in machine-readabietation,usingthe Standardseneralized Markup Language
(SGML). Tothis end, Iconstructed andormalized variousontent-based markup tags,
which enablesoftware to audit the markup for consistency. The marketileg are
available for software processing for my own research and others.

Comparison of Tutoring Styles. My counting andanalysis of differenceletween
expert tutorsand inexperttutors shows what are the better tutoritghaviors and
language styles. This comparison gives us a model of effective tutoring style.

Analyzing Cue Words. To construchatural sounding dialoguespecially to make
coherent turns, &pplied machine learning to derive rufes cue word selectioriThese
rules will be applied by the turn planner in the newrdSim-Tutor.

Sentence Construction. In order to produce bettéfalogue in the newersion of
CIrcsim-Tutor, | haveused thesame marked-up dialogue to disséwe structure of
tutorial sentences. | set out to imitétemantutorial dialogue byassemblingentences out
of clauses and segments. Mwalysisgroups similar sentencesfinds their common
elements, and identifieshat knowledge fronthe tutoring and dialogueontext is needed
for selecting the different parts.

Writing the Genkit Grammar. For thefinal surface sentence generationyrote

grammar rules fothe Genkitgrammar compiler. It compiles grammar rules to Lespe
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which generates sentences. The input to this sentence generator is feature siviictures
will be built by the turn planner.

1.2 Research Goals

My goal was to produce a huméke sentencgenerator for @csim-Tutor v.3.

Toward this purpose | have accomplished the following:

Found an effective style for tutoring language.

. Used an approach thassembles sentences frgrarts that are
sensitive to the tutoring and dialogue context.

. Wrote aGenkit grammar rule for sentence generation based on
feature structures.

. Producedvariety inthe generated textyhich is similar to the
variety the human tutors use.

. Produced turns where the sentencesnatetotally isolated, but
have some cohesion between them orcarabined. The research
on discourse markers is part of this goal.

My work on therhetorical structure of tutoringnd thevarieties of student
responses is being used by others in the construction plaiweerdor CST v.3.This will
result in more hun-like tutorial dialogue, withmuchmore variety than isupported in
current versions of CST.

In this thesis | discuss these goals and describe my work in more detail.
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1.3 Organization of ThishHesis

In Chapter 2, bive an overview othe GRCsIM-Tutor system and focus on earlier
work on the text generator ofiIfCsiM-Tutor. Chapter 3 presents sondescussion of
theories related to myork. In particular, | show some text generatgystems that deal
with issues likeours. Chapter 4lescribesthe method | developed fanalyzing and
marking uptranscripts. Igive some explanation of hierarchical gettlicture,arguments
for tutoring tactics, and sentence generation. Chapémalyzeghe difference intutoring
styles betweemxpert tutorsaand novicdutors. | concentratespecially on differencebat
can be counted and tested for statissagificance Chapter 6 shows how we choose cue
words appropriatelguring dialogue. Also, | show my countid@taandmachine learning
results. Chapter 7 discusdeswv to extract features and knowledge for surface generation
from the marked-up transcripts. Also | shdve grammar forthe sentence generatdhis
thesis ends witlthe presentation of summary, a discussion difie significance of this

thesis, and future work.
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CHAPTER I

BACKGROUND

2.1 What is @rcsiMm-Tutor?

2.1.1 History of Project.Joel Michael and\llen Rovick of Rush Medical College

have a long history of usingpmputers to teach the barorecep#giex in theirphysiology
course for first-yeamedicalstudents. The barorecepteflex is a negative feedbatbop

that maintains ateady blood pressure in theman body. It i®ne of the mostlifficult

topics in the first-year physiology course. Michael and Rovick have pioneered in the use of
computer-based instruction to augment their classroom instruction by getting their
students to worlproblems exploringhe behavior ofthe reflex, which they learnedbout

in lectures.

In the beginning Rovickand Michaelused MACMAN [Dickinson et al1973]
which is a mathematicafjuantitative model ofthe reflex behavior. Students ran
“experiments” with MACMAN, varyinghe values of physiologicgbarameters andsing
MACMAN to checkthe behavior ofthe reflex systemHowever,using MACMAN to
teach in this manner wamt very successful, partly becausad#nts were notery good
at designing and running experiments and interpretiegresults, and partly because a
skilled instructor is still needed.

Due to thesdlifficulties HEARTSIM [Rovick & Brenner 1983] was developed. It
hastwo components: a mathematical model (MACMAN) and a teaching module. The
predictions table [Rovick & Michael992] was introduced asway for the student to

make qualitative predictions. In a qualitative predictibie, student predicisnly whether



Jung Hee Kim 6

the value of a physiological variable increasdgecreases, or stays the same, without
discussing actual numerical quantities. The teaching module defe¢®Bprocedures, so
the studentslid not need todefine theirown experiments. Onprocedure contains a
description of some changes to the balkgt will affect blood pressureStudents are
asked to select a procedure, therake qualitative predictions. Then logical and
relationshiperrorsamong the student’s predictions are checkedcancected. After that,
the MACMAN componentproducesnumericalresults, plotted andisplayed in a table.
After the comparison of the student’s prediction with the actual reeuttfeedback is
provided to correct the student’s misconceptions.

Due to thedifficulty of access to the PLATO infrastructure for computer aided
instruction, needed faunningHEARTSIM, Michael and Rovick1986] wrote the DOS
program @rcsim in Basic. During the process ofoving to Grcsim from HEARTSIM,
they decided thahe importanthing for teaching ishe correcualitative predictions for
each procedure, not quantitativetputs from thenodel. So Gcsim has no mathematical
model. It has limitedstored data tadisplay the quantitative andjualitative results.
CircsiM also madebig progress inchecking for more student errorand providing
instructional feedback. Depending the pattern of student errorsdisplaysone of over
240 paragraphs of cannezkt. QrcsiM is still in use today as a required exercise for the
students in the first year physiology class.

Still, Rovick and Michael felthat there aramany kinds of student errors and
misconceptions thaare hard to discover angtmedy. There igusually aninstructor

present wherthe students aresing Grcsiv, also they have experience teaching the
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baroreceptoreflex to stdents in smalgroups andndividually. They concludedthat
natural language dialogue is needed, both diagnosing and repairinghe student’s
misconceptions. So theyroposed to Marth&vens that they build #&utoring system
together capable of carrying on a natural language dialogue.

2.1.2 CIRCSIM-TUTOR. @&csiv-Tutor (CST) is adialogue basedhtelligent

tutoring system coveringhe same domain asikCsiM. The systendefines a problem, an
event that destabilizeéke blooe pressure. Students are then asked to predict the direction
of change of seven core variables, the most important cardiovascular parameters at each of
threedifferent stages. Theroblem is divided intdhree chronological stageBR, RR,
andSS. DR is the DirecdResponsestage,which means immediatelgfter the event that
destabilizeghe blood pressure and before operation of the baroreaefior. RR is the
Reflex Response stagshowingthe nervoussystem’sresponse. SS is the SteaState
stage,showingfinal, steady, values relative to befotlee procedure started. Thetor
analyzeghese predictiondinds the errorsand chooses a method titor each one. The

tutor then embarks on @emedial dialogue. Bcsiv-Tutor uses natural language as input
andoutputand can handle some synta@rcorssuch as sentence fragmentsmsspelled
words.

Kim [1989] developed a prototypeliRCsim-Tutor, which was implemented in
Prolog. CST v.2 wadmplemented in 1992 bywWoo [1991] and others inLisp.
Implementation ofCST v.3 is in progress nowith a different planning vievand many
improvements in the natural language capabilities.

CST v.2 is composed of the following modules:
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Input Understander: understands the student’s input drahdles ill-formed awell
as well-formedutterances. In addition to the student’s answers to the questions, it can
understand some simple studemtiatives such as “What is Cardiac Contractility?” It
parses the student’s sentence using information about the current topic, and reigims a
form to the planner.

Student Modeller: represents the state of the student’s curkamotvledge and
misconceptions. Afteanalyzingthe student’s predictions and answers to questions it
updates the system’s model of the student.

Instructional Planner: determines what to do next duringtworing session. It
generates a global lesson plan and a discourse plan.

Screen Manager: is theinterface betweestudent andsystem. It maintains the
prediction table containinghe student’s predictions and theorrect answers. The
student’s question or answer is input through the tutoring dialogue window and the
tutor’'s explanations are displayed. Also, it shows a description of the curreleihprob

Knowledge Base: was built with a network offrames. Each frame hakmain
concepts and theausal relationships between parameters. It is fegroblem solving
and causal explanation.

Text Generator: receives logic forms from the planner and emits eachsaparate
sentence. With this information it outputs a natural language sentence. The \ensient
of text generator receives information only from the planner and the input understander.

Problem Solver: solves problems presentedttee student. CShastwo problem

solvers, a main problem solver and a subproblem solvemm@igroblem solveinvolves



Natural Language Analysis and Generation for Tutorial Dialogue 9

generating thecorrectanswers forall the procedures. Thsubproblem solvemvolves
determining the correct answer to the question under discussion at the moment.
Although an updatedersion 2 ofCST has been usesuccessfully intwo trials
each involving 50 medicatudents Khuwaja[1994], Sanders [1995], andume et al.
[1996] discovered serioysroblems, particularly ithe discourse generatigrart of the
system and we set out to build a new version.
In this thesis | \ant to focus on the Text Generator of CST vrluding
problems of discourse goals and strategies, turn-taking tactics, and sentence generation.

2.2 Earlier Work on the CST Text Generator

Zhang [1991] was thefirst to investigatethe process of generating tutorial
dialogue for CST. She was the firstriote that an entire tutorirggssion could beewed
as a discourse, so thatdagogical planning should include elements of dial@gadysis.
She showed how tplan andgenerate large fragments of tutorial dialogue, such as
explanations and multi-turn tutorial exchanges. She desigrieanain knowledge base
that solvedbaroreceptoreflex problems and alsprovided the knowledge needed for
generating explanations. Solving a problem and descriing to solve a problem are
completely different activities.

When she analyzed humartoring sasions she discovereldat dialogue schemas
are needed to represent the goals and patterns of tutorial discourseadsitieree types
of schemas:tutoring goalschemas,’ ‘functional schemashd ‘contentschemas.’” With
theseschemas sheould generate tutorial discourse patterns, integrating “how to teach”

(dialogue management) with “what to teach.”
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Chang [1992] wrote thesentence generataturrently used inCST v.2. It
transforms logic forms frorthe planner into sentences, where each logic form represents
one sentenceChang’sgeneratorthas asmall data structure foevery possible sentential
form, which isused forbuilding a Lexical-Functional Gramm&kstructure which is then
converted to a sentence using an ATN algorithm.

Chang’sgenerator is morgrammaticallysophisticated than it needs to be. Since it
always producesndividual sentences in isolation, and it never vaities syntax of a
sentence, it doasot need taise its syntactic knowledge. It could be replaced siynale
methodwhich has each possidentence pre-constructedth a few variables to biled
in. Furthermore sincethe process obuilding the F-structure and the AThrammar is
somewhat complicate@;ST v.2 programmers aft&€hang have tended tiypasshe text
generator and emit the sentences they need directly.

Freedman [1996lpp. 76-78] pointed out the problems of CST v.2 as follows:

. Any given concept can be taught in only one way.

. There is no inter-turn or intra-turn cohesion, so discourse markers
cannot be insertedithin the sentence and there is sodiféculty in
putting turns together.

Example:
(1) Good, you got the correct answer.
What is the correct value of SV?

(2) Correct, so what is the value of SV?
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The above example shows some difference between turns (1) and (2).
Turn (1)consists otwo sentencethat were generatexeparately, as

in CST v.2. Turn (2)contains thesametwo sentences combined.
Although they servehe samepurpose,with the addition of the
discourse marker “so” tur() becomes smoother. this case “so”
functions as an indication that we are returning to a previous topic.

. There is no way to change from one tutoring plan to another after the
first tutoring plan fails.

To overcome the abovproblems of CST v.2 Freedman [1996bpp. 78-79]
suggested several kinds of pedagogical and linguistic improvements:

. Using more complextutorial patterns to providevariety and
alternatives: the tutor can ask a ‘pseudo-diagnostic question’ or use a
‘show-contradiction’ pattern.

. Using deeperdomain knowledge when tatoring plan fails: Deeper
level domain knowledge is very helpful to the student’s
understanding of how tadentify determinants. It also helps to
anchor the student’s knowledge of physiologexesting knowledge
about anatomy and biochemistry.

. Combining patterns: tutorial patterns can be nested and switched.

. Combining concepts inside a turn into a cohesive discourse structure.

. Finding multiple ways to express the same knowledge.
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Freedman found that we cannot generate text that catrtdeese notions with a
single hierarchical planner, becausens straddle the boundaries of instructigolahs at
higher levels.

Like Zhang, Freedman observétat tutorialplanningrequires the use aichemas,
some of which she outlines. | have analyaadtranscripts in detail ancreated a tutoring
goal hierarchy to besed in the text generationodules ofCST v.3,using Freedman’s
schemas as nstarting point. This work is described in Chapter 4 below.

2.3 New Modules for CST v.3

Cho et al[1999] added auwriculum planner module tthe new CST. Our new
CST will have eighty-three procedures witfive content categoriesfive procedure
difficulty levels, and four procedure descriptidevels. The curriculum planner decides
which procedures W be suggested for studeselection according tthe student’s prior
performance and the studendsmain knowledge. This module should give motivation to
the student bynatching the difficulty level to the student’s ability.

The new version o€ST will have aninstructional discourse planner module to
achieve pedagogical goals andntaintain anagenda for tutoring. The discourgkanner
generates a series of semantic forfAer thesemodulesthe Atlas Planning Engine
[Freedman, 1999] W be adopted. TheéAtlas Planning EngindAPE) is developed for
mixed-initiative, multimodal dialogue. It is a reactive planner using a hierardasial
network.

APE conducts a question/ answer dialogue with the student via niangabge

input or GUI action. Foefficiency studentinitiatives arelimited to some degree. For the
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practical needs of a tutoringystem, it allows droppinghe current dialoguglan or
changing to a better plan. In a dialogue-bdséating systemfull planning ofthe dialogue
in advance is not possible due to the student’s unexpected actions.

CST has a schembased goal hierarchstructure that iglescribed in Chapter 4.
According to the student’s unexpected answertther changes or modifiethe current
tutoring schema to complete the tutor’s goal. Zhou et al. [1999b] studied aanieky of
these unexpected responses and howtute could respond to them in a manrtbat
improves teaching-or this purpose we need a reactiglanner such adPE. Also, our
input understander understands some degree of studengtviegj which wealso intend
to process.

Another newitem is a trn planner module tassemble a singlrn from the
semantic forms that come from discourse planfiee.primary goal of the turrplanner is
to give cohesiveness and variety to the generated texbutpat of the turmplannergoes
into a new surface sentence generator. These proceduredesmgbed in detail in

Chapter 6.
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CHAPTER Il

THEORY AND METHODS

3.1 Representation of Meaning (Logic Form)

In natural language generation systems, semantic representation is an important
topic. CST has used logic forms as an interface betwdenplanner andthe input
understander or the text generator. In particular, the tutorial anglaumnerscreatelogic
forms that represent sentences to be emitted. ofiggnal logic forms inCST were
designed byYoon-Hee Lee [1990] based on the researctKiefas [1985]. Kieras’s
research is based on the propositional theory of Kintsch.

3.1.1 Propositional Theory. Kintsch [1974] identifies “word concept”,

“proposition”, and “text base” as theements of his logiéorm representation of text.

Togetherthey specify a meaning dhe text, but not th@articularlexical or syntactic

form.

* “Word concepts” are thbasic units of meaningVord concepts ar@ined to make
propositions.

* “Propositions” aranade by n-tuples okord conceptsThe first item inthe tuple is a
predicate, the rest are arguments. Egample, (BAKE MARY CAKE) is a
proposition, where BAKE, MARY, and CAKREre each word concepasid BAKE is
the predicate. According to syntactic transformation rules and pragmatic rules, the

proposition (BAKE MARY CAKE) might have one of following expressions:

Mary is baking a cake.

A cake is being baked by Mary.

The baking of a cake by Mary.

Mary’s baking of a cake. [Kintsch 1974, p. 14]
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* The “text base” is constructed ofderedlists of propositions. It should have all
necessary information for the making of a text. Within a text base coreferesuréees
out by indexing.
Kintsch insisted that knowledgernspresented by the terms of propositions, and a
sentencanay composed with the terms afeaning conceptually. Kintschigropositional

theory became a base model for language.

3.1.2 Format of propositional representatioBovair and Kierag1985] showed

the following format for propositional representations.

The fat cat ate the gray mouse
P1 (EAT CAT MOUSE)
P2 (MOD CAT FAT)
P3 (MOD MOUSE GRAY) [Bovair & Kieras 1985, p. 316]

The exampleabove shows the predicate and arguns¢yle. The predicate (EAT
or MOD) is shown first, followed by its arguments (CAMIOUSE, etc.). The MOD
predicate shows that the second argument modifies the first argument. These are written in
upper case in singular form asrd concepts talistinguish them from usuabords. An
argument to a proposition can be eitheward concept or aeference to another
proposition.

They chosethe simplest way to make a useftdpresentation. So they avoided
embedded forms, unnecessary propositions, and unnecessary variants such as “quickly”
instead of “quick.” Predicate forms can be inverfregly whenever thegre needed. For
recall that is easy to paraphrase thbgse partial representations insteadwhmarized

ones, as shown in the following example:
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Radio galaxies emit radio waves.
P1 (EMIT GALAXY WAVE)
P2 (MOD GALAXY RADIO)
P3 (MOD WAVE RADIO)

not

P1 (EMIT RADIO-GALAXY RADIO-WAVE)
[Bovair & Kieras 1985, p. 319]

Tenses are disregarded amkiliariesare not represente@here is nadifference

in structure between the passive and active forms as shown in the next example.

The radio galaxy is called DA240 by scientists.
P1 (CALL SCIENTIST RADIO-GALAXY DA240)
[Bovair & Kieras 1985, p. 319]

The nextexampleshows an argument that iseference to another proposition, in

this case because the verb “think” requires a propositional argument.

Astronomers think that X-ray stars are black holes.
P1 (THINK ASTRONOMER P2)
P2 (ISA X-RAY-STAR BLACK-HOLE)
[Bovair & Kieras,1985, p. 318]

Kieras[1985] said hat important contertan be derived or identified by thematic
processes and it can bestinguished from details or irrelevanci&o, heinsists that the
propositional structure of the passage content is the most important information source.

3.2 Analysis of Discourse

3.2.1 Analysis of classroom discourse Wyinclair andCoulthard. Sinclair and

Coulthard [1975] studied pedagogical discourse ielamentary school classroom. Two
importantsimilarities tothe transcripts wish to analyzeare: the discourse art of a

tutoring ®ssion, andhe tutor generally hascontrol of the conversatiorSinclair and
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Coulthard were most interested in thumction of an utterancehe types offollow-up
utterance, thetyle of introducing and developirigpics, and thelistribution ofturns in
the discourse.

Themeaningand function of amitterance is ndtnown from its words angyntax,
such as when a declarative sentence is actus#ig to ask a questio8inclair [Sinclair
and Coulthard 1975p. 2-3]earlier prposed to study discoursemantics byxamining
examples of real dialogue. Heuggested thabnly by examiningthe context of an
utterance, including intentiorsnd presuppositions, can its semantics be known. Later
Sinclair went on tostudy therelationship betweethe discourséunction of an utterance
and itsstructure. Partlyhis came fronthe observation that a single conversation can be a
coherent text, even thougts parts are produced Wjifferent participantsSinclair's
approach ofanalyzing meaning irtontext was in contrast to efforts tiescribe the
meaning of asentence starting from thweord and syntax. In Chapter 7 | use tbame
approach. There &nalyze reatranscripts tdind the intention and discourse patterns of
the tutor, before examiningthe insides ofthe sentence. Througthis early research,
Sinclair and Coulthard became interested in the following problems:

* How are successive utterances related.

* Who controls the discourse.

* How does he do it.

* How, if at all, do other participants take control.

» How do the rules of speaker and listener pass from one participant to another.

* How are new topics introduced and old ones ended.
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To solvethe aboveproblems they decided to study mngle type of spoken
discourse. They found that desultory conversation wats appropriate. Indesultory
conversatiorall participants campropose topicend they can change topiasy time. In
that situationambiguity and misunderstanding can happen frequently. So they chose a
classroom situation where the teacher hasrti@mumamount of control. Theisample
data wassix lessontapeswhich weremade by eighiiO- or 11-year-olathildren and their
teachers.

They analyzed their sample dialogues frdioth a pedagogical view and a
linguistic view. Tofind out pedagogical goals arhguistic goals theiwork startedrom
the smalleslinguistic unit. Because of itfexibility, they used a “rank scale” model based
on the assumption that a unit is composed of one or more units of the rank below. A
structure of one rank (except the lowest razde) be represented by the units of the next
rank below. They focused on adjacent conversatimmas tofind out what constitutes an
appropriate reply to a teacher’s question, and how the teacher acknowledges the student’'s
reply. They foundut thatclassroom discourse consists of an initiation fitwa teacher,
followed by a response frorthe pupil, then feedback tdhe pupil’'s response. An
acknowledgment such as “rightgood”, “OK”, or “now” has the function of indicating
boundaries in the lesson.

The text was segmented according to three separate aspects: once according to
non-linguistic pedagogical organization, once according to grammaticaitures, and
once according to discourse segments. Fi@uteshows the hierehical ranking of the

segments within eackspect. Theankings have been lined up $bhow correspondences,
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thus one discourse “act” corresponds togm@mmatical “clause” and a discourse

“transaction” corresponds to a pedagogical “topic”.

In this research Sinclair and Coulthard note they have borrowed the terminology of

Halliday, such as ‘structure’, ‘system’, ‘rank’, and ‘level'.

Non-Linguistic

Organization Discourse Grammar
course
period lesson
topic transaction
exchange
move sentence
act clause
group
word
morpheme

Figure 3.1. Levels and Ranks. (After [Sinclair & Coulthard 1975, p. 24])

The composition of the discourse ranks are as follows:

. An ‘Act’ indicates a move athe lowest rank of discourse. Each

move has a different function, g., a‘focusing move’ represents a

change of plan.

. Five classes of moveare identified: ‘Boundary’, ‘Teaching’,

‘Framing’, and ‘Focusing’ movesre categorized a®oundary’

exchanges. ‘Opening’, ‘Answering’, and ‘Follow-up’ moves belong

to ‘Teaching’ exchanges.
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. ‘Boundary’ exchanges designatee beginning or ending of atage
of lesson. ‘Teaching’ exchanges show how the lesson progresses.

. A ‘Transaction’ is composed of several exchanges. Tiagor
transaction types are ‘informing’, ‘directing’, and ‘eliciting’.

. At the highest unit of discourse, a ‘Lesson’ has a series of
transactions. The structure ofesson is determined hiie teacher’s
performance style. Due to an unexpectdient reaction or student
misunderstandinghe ordering of transactions caot beknown in
advance.

As we have seen above, this research is text-based and ersgshical ranks to
focus on every turn. Our analysisair tutoringtranscripts isimilar in style to Sinclair &
Coulthard’s. We havelentified a hierarchy ofliscourse goals. Near thep are the most
general such as “tar one stage of theeflex response”, in theniddle are goals such as
“tutor this variable bythe determinants method” and near thattom are taskdike
informing or eliciting individualpieces of knowledge. Furthermore, lil&nclair and
Coulthard, we are interested in how these discourse goals correspond to ssartaasc
constructs, so we can colletagetherall the ways that various tutoring goals are
expressed.

3.2.2 Use oHalliday's Theory. According tdHalliday [1985], language is used

to express threkinds of meaning simultaneousbgperiential meaning, the propositional

content of an utteranceextual meaning, which represents the contribution of the
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utterance to the narrative coherence of the conversationingngersonal meaning,
which represents the attitude of the speaker.

Experiential meaningare expressed by th@ain meanings othe sentences in
isolation. The textuaeaningsare expressed by th@der of content, bgonjunctions,
and by boundary markers. The interpersanahningsare expressed by the intonation
contour, by the mood, and by expressions of modality.

Inspired by Halliday’s theory, we added some arguments dir analysis of
transcripts. In our planner, the content axis is represented by the plan operators themselves
in addition to content-based argumemts.info. We addadditional arguments when it is
desirable to represent the interpersonal and narrative axes. In this way coasidarably
enrich the range of conceptdich we carexpress. Thisbility sets v. 3 of &csiv-Tutor
apart from earlier versions as well as from question-answering systems.

The attitude feature is used to express théor’s personal stance with respect to
the material beinguttered. Forexample, considethe differences betweethe following
sentences:

(1) CO increased.

(2) But remember that CO increases.
(attitude=remind)

(3) CO certainly does increase.
(attitude=support)

The latter might be used, for example, in placthefmorecommonCO increases
to reply to astudent whohas made this assertion along with a number of incorrect

assertions.
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Similarly, the narrative-mode argument is used to annotate aspects of the text
that relate to the structural coherence of the dialoguefdllbe/ing exampleshow some
of the distinctions that can be made using this argument.

(4) You predicted that CO increased.
(narrative-mode=reference)

(5) So, CO increases.
(narrative-mode=summary)

3.3 SGML

SGML [Bradley 1996] stands for Standar@Generalized Markup Language.
Compared with many other markup languages SGML has several strengths, such as:
» System independent: SGML-aware software exists for many computers.

* Non-proprietary: it is an international standard.

* Separates conterftom format: the text is annotate@ccording to content and
function, how the text is formatted is a separate question.

» Control over information content

* Human-readable: intermediate results are understandable and inspectable.

SGML consists ofaxt makingsadded tgplain text files. @ita in thefile is usually
enclosed bytart-tagsand end-tags. Atart-tag igddelimited by “<” and “>"characters, an
end-tag is delimited by “</” and “>".

Figure 3.2 shows arexampletaken fromour own marked-up transcripts. The
SGML tags are in upper case dgstinguish them fronthe actual transcript dialogue.
Actually SGML is not case sensitive.

An SGML tag consists of arelement and optionakttributes. In thefirst tag in

Figure 3.2, theelement is T-SHOWS-CONTRADICTION and the attribute is
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TYPE=NEURAL. It indicates that the entire fragment of dialogue (until the </T-SHOWS-
CONTRADICTION> end-tag) is an attempt by theor to persuade the student of a
self-contradiction in the student’'s answersis fragment is dividednto two parts: T-
PRESENTS-CONTRADICTION (where thautor presents the relevardata to the
student) followed by T-TUTORS-CONTRADICTION (whetiee tutor givesthe student
the opportunity to notice there is a difficulty).

SGML markup follows this kind otontext-free pattern, onelement is divided
into several lower-level elementsor example, aTHESIS is divided into FRONT-
MATTER followed by several CHAPTERS followed byBdB. Then FRONT-MATTER
is divided into TITLE-PAGE, CONTENTS, ACKNOWLEDGMENTS, and so on.
Because we arallowed tocreate our own content tags, w&n defineour ownnew tag
T-SHOWS-CONTRADICTION, which is divided into two pieces as shown.

The software that processes SGMiles uses an SGML parser. The parser
requires a specidile describingthe allowabletags,calledthe Document Typ®efinition,
or DTD. The DTD isusually separate fronthe marked-ugdile, so you can use it to
describethe allowable markingdor a wholeset of files. Insidethe DTD areelement
definitions andattribute definitions. Foexample,part of the DTD forour transcripts

might look like this:

<I[ELEMENT T-SHOWS-CONTRADICTION - -
(T-PRESENTS-CONTRADICTION? T-TUTORS-CONTRADICTION?)>
<IATTLIST T-SHOWS-CONTRADICTION - -
TYPE (3-VARS | NEURAL) #IMPLIED>
<IELEMENT T-INFORMS - - CDATA>

Here theelement definitiorfor T-SHOWS-CONTRADICTION is showingow todivide

it into smaller elementslts attribute definition shows that there is an attributalled
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TYPE, which can havehe values 3-VARS or NEURAL. The elemedgfinition for T-
INFORMS shows that it is @rimitive, it containsonly actual transcript dataThis
example is a very simplene; there arenany complicated options for thelement and
attribute definitions.

After the marked-udile has been read by an SGML parsseyeral kinds of
processing arpossible For my own work invriting a CST text generator,dan perform
operations such as “extrastery T-INFORMSWwhich is inside of a neurdl-PRESENTS-

CONTRADICTION.”

<T-SHOWS-CONTRADICTION TYPE=NEURAL>
<T-PRESENTS-CONTRADICTION>
<T-INFORMS INFO=VAR-VALUE ATTI=REFERENCE>
You predicted that CC would go up.
</T-INFORMS>
<T-INFORMS INFO=DR-INFO ATTI=REMIND>
But remember that we're dealing with the
period before there can be any neural
changes.
</T-INFORMS>
</T-PRESENTS-CONTRADICTION>
<T-TUTORS-CONTRADICTION>
<T-ELICITS INFO=REASON>
How can CC go up if it is under neural
control?
</T-ELICITS>
<S-ANS CATG=INCORRECT>
(Here the student gave some incorrect
answer)
</S-ANS>
(etc.)
</T-TUTORS-CONTRADICTION>
</T-SHOWS-CONTRADICTION>

Figure 3.2. SGML Marked-Up Transcript

As we use the SGML markup aadalyzemore transcripts, we add arelise the

tags as needed. The DTD ensures that we have samsestency irthe markup Also it
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catchesspellingand markuperrors. The software we atesing isthe LTNSL package
[McKelvie et al. 1997] from theUniversity of Edinburgh. It willrun on any Unix
computer.

3.4 Views of the Generation Task

3.4.1 Natural Language Generation Architecture. Ehud Reiter [K2@4éyed

some applications-oriented Natural Language Generation (My&gms thaproduce

technical Englishexts. Heclaimed hat although these systems have different theoretical

bases they have a similar architecture of modules as follows.

A) Content DeterminationThis module decides what information should be included in
communication antlow it should behetoricallystructured. Theutput is a Semantic
form’ or a ‘conceptual representation.’” It haso main functions: ‘Deep content
determination’ and ‘Rhetorical planning.” Every system has aten content
determination mechanisms, e.g., schemas.

B) Sentence Planning: It converts the semantic form to an‘abstract linguistic
representation’ that shows content words granmatical relationships. Every system
has a different name, such #® ‘lexical chooser of FUF [Elhadad, 1993], the
‘sentence planner’ of SPOKESMAMeteer, 1989], and the ‘texplanner of
JOYCE [Rambow and Korelsky, 1992].

C) Surface Generation: From the abstiaguistic representation, the surfatmm of a
sentence is generated. In this modyri@mmatical relationshipsre converted to word
order in the sentence.ddtsystems havéhe sentencplanningand surface generation

modules separate.
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D) Morphology and Formatting (Realizer): Due to #mmplicity of Englishmorphology,
most of thesystems have a simple realizétere, punctuation rules, noun/verb
agreement, and reflexive pronouns, for example, are checked and modified as needed.

3.4.2 TEXT:Schema-based SystemTEXT [McKeown 1985] was aystem to

answer questions about objedtem a US Navydatabase describingehicles and
destructive devices. McKeown usedhemas as eontentdetermination and paragraph
planning mechanism, defining a schema agé€jaresentation of a standard pattern of
discourse structurerhich efficiently encodes the set @bmmunicative techniquabat a
speaker can use for a particular discourse purpose” [McKeown 1983, ficKeown’s
schemaswere based on rhetorical predicates. She studied dafisical and modern
rhetoricians and linguists, then selected a number of expository texts to aeetyraally
creating schemas for four primary rhetorical goals: identification, constituency, attribution,
and comparison.

McKeown’s schemaare recursive, in that oredement of a schema can eventually
become either a single proposition or another schema. The embedded schposaibn
be thesametype. Forexample a several-paragraph-long text mightdbdicated to a
comparison (say betwedwo types of ships), withinhtat textmight be a constituency
enumeration (of several aspects thie ships), andwithin that might be smaller
comparisons (of each aspect).

Since the TEXT system’s schemasontain numerous optional elements,
alternatives, and arbitrary repetitions, and each elemaypexpand into another schema,

the eventualree-structured description of the text to be genernai@gdbequite complex.
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The identification schem#or example, contains optional comparisogygecific examples,
descriptions of attributes, etc.

Queries toTEXT correspond to threeliscourse goals: define, describe, and
compare. A majotask of TEXT is tofigure out which schema applies tthe discourse
goal at handFor example, aequest tadefine “guided”produced a constituency schema,
while a request to define “aircraft carrier” yielded an identification schema.

This choice of rhetorical goal (schema) is determinethdii the discourse goal
and what relevant information @vailable inthe database. In particul@EXT figures out
if there is enougtnformation ofthe right type tdfll various candidateschemas. In the
above examplethe database had a lot ioformation about“aircraft carrier,” making a
long identification paragraph possible. Omhe other hand “guided” wagoorly
represented, sosamplerrhetorical goal was picked. McKeown notesimilarity between
filling in a schema and planning, whetee tree ofschemas to bastantiated bypicking
alternatives and options is analogous to a tree of planning goals which must be satisfied.

Converting a filed schema to a paragrapliolves, amongother processes,
applying focus rules. Focus rules control pronominalizatipassivization, andhere-
insertion.For example the fact that'ship” is the focus controls thpronominalization in
“A ship is a water-going vehicle.lts surface-going capabilities ....”

McKeown’s rhetoricalschemasare comparable tothe tutorial and discourse
planninggoals. Circsim-Tutor’s tutoring goals aspecialized rhetoricglatterns, such as

“show contradiction to the studenDeciding on what to say arebw tosayit, in TEXT
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as well asCircsim-Tutor, are tied together by the procesdimding the appropriate
rhetorical schema to fill in.

A big differencebetweenTEXT and Circsim-Tutor is thalEXT is notgenerating
dialogue. The user asks a questibBEXT plans and emits paragraph. Then it is done. In
our tutoring, amulti-turn tutoringpattern isplanned, ananly part of it is entted. Then
the student responds. But the student response cannot be predicted psesiblsthat
the dialogue that Circsim-Tutgolanned has to béhrown away andthe discourse
continued according to a new schema. So the planning job is not the same.

3.4.3 EDGE: @ialogue-based Explanation System. Cawd®&®?2] showed an

explanation generation modeltime EDGEsystem, which is a dialogue-based explanation
system. The discourse planner BDGE generatesnteractive explanations of circuit
behavior.

Cawsey has transcripts dimanexpertsdescribing simplecircuits to novices.
Some were effectively monologues, but many were dialogues where the novice interrupted
with questions and the expesbmetimes asked questions thie novice. From the
monologues she waable toextract thebasic organization and style of an explanation.
From the dialogue it wagossible to analyzthe kinds of questions novices ask and the
way tutors respond and change their tutoring plans.

The EDGEsystem was designed to imitate expertgiving anexplanation, with
interactive dialogue possible. The expert's behavior is composed of four types of
utterances:‘initial’, ‘explanation’, ‘follow-up questions’, and ‘responsgto student

guestions).
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The explanation’progress can be interrupted by the student’s questions, so the
EDGE planner allows interleaved explanation. By interleaving plaramdgexecutionthis
system reacts to the student’s misunderstandings.

The EDGEplanner haswo sets ofrules: ‘Contentplanning rules’and ‘Dialogue
planning rules’. Overall content of the dialogue is determined bgahtentplanning rules
and dialoguestructure is controlled by th&ialogue planningules. The conterplanning
rules decide what to say, based on a lamgenber offactors including the user’s
knowledge, the current objda¢ing explainedand patterns of explanation. Thaimgoal
can be decomposed into subgoals according to thitsences.For examplethe goal of
HOW-IT-WORKS (LIGHT-UNIT) will cause EDGE tplan an explanationomposed of
STRUCTURE (LIGHT-UNIT), PROCESS (LIGHT-UNIT), and BEHAVIOR (LIGHT-
UNIT). The explanationmay ultimatelystartwith the sentence “Aight detector unit is a
kind of potential divider circuit”, assuming the hearer doesn’t know that already.

Dialogue planning rulegsome ofwhich are actually combined witlthe content
planning rules IrEDGE) include things like “boundargxchanges”, foexample “Right,
now I'm going to explainhow the light detector unit works”,which integrate the
explanation intdhe dialogueAlso included in dialogue planning is determining what the
hearer wants (from the questiordeciding whenthe system should ask a follow-up
guestion, and acknowledging the hearer’s answer.

EDGE (like Circsim-Tutor) has a planndor the generation of dialogue. After
interleavingthe student’s questiomhis simple plannereturns to itsoriginal goals. So in

EDGE changing the topic et possible CST v.3 wll have a variety of teaching methods
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instead of usingnly follow-up questions. The dialogue &DGE isfinished when the
student issatisfied. Incontrast, CSTrequires a confirmation o$tudent understanding
through correctanswers. The separation of ‘contguianning rules’and ‘dialogue

planning rules’ isimilar toour twoplanners of version 3 of CSthe tutorialplanner and

the turn planner.

3.4.4 The Program Enhancement Advisor (PEA). Moore [1@98ktigated user

feedback in theplan-based interactive explanation generation system, PEA (Program
Enhancement Advisor). PEgives advice taisers forimproving their CommorLISP
programs. The important observation was that whenanexpertsgive explanations, the
hearersusually ask questions taget the explanations revised, extended, darified.
Explanation among human beingaugially dialogue,not monologue. PEA first asks the
users what characteristics of the LISP progthay want to improve. The user cpick

one or both ofeadability or maintainabilityThen PEAgives recommendations. Aftdrat

the user can ask questions about those recommendations.

Moore noted thefollowing requirementsfor interactive explanatiorsystems:
naturalness, responsivenesxibility, and sensitivity. Whethe system has knowledge of
discourse structurand strategies, coherent natural language explanatory dialogue can be
generated. An interactive explanatisgstem needshe ability to accept the user’s
feedback, and thability to respond to follow-up questionsaving a variety of strategies
for the same goal can give sonflexibility to the system. The explanation should be

sensitive to the user’s goals and knowledge.
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To fulfill these requirements for explanation systems, Moore focuses on reacting to
feedback from the user. Because the users ofterotlenderstand the expert’s responses
and they want to ask a follow-up question, the feedback is especially needed.

After PEA recommends a transformationtlo¢ LISP program to the user, users
may approve the transformation, reject the transformation, ask a follow-up question, or
indicate that the answer is unsatisfactory. The follow-up questiortag@none of the
following forms:

Why?
Why are you trying to achieve goal?
Why are you using method to achieve goal

Why are you doing act?
How do you achieve goal? [Moore 1995, p.179]

Moore argues that thietent (and therefore thgystem’s handling) of follow-up

guestions depends on discourse context and the user's knowledg#luSitages this

points with the following sample dialogue:

SYSTEM: What characteristics of the program would you like to enhance? [1]

USER: Readability and maintainability. [2]
SYSTEM: You should replace (SETQ X 1) with (SETF X 1). [3]
USER: Why? [4]

SYSTEM: | am trying to enhance the maintainability of the program by
applyingtransformations... SETQ-TO-SETF is a transformation
that enhances maintainability. [5]

USER: Why? [6]

[Moore 1995, p. 181]

In the aboveexamplethe discourse contextdicates hat “Why?” in line 4 is a

request tojustify the system’s recommendation. Whabout the“Why?” on line 67?
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Among the possibilities,the user could basking “Whydoes SETQ-TO-SETEnhance
maintainability” or “Why are we applying transformations as opposed to sootber
method?” or several other things. In this case PEA must infer the user’s intention based on
what it believesthe useralready knows and varioywinciples hat Moorederived by
observing real dialogues. The first rules P&pgpliesare: examinethe immediatefocus,

don't tell users things they already know, and don’t repeat things you already said.

Users frequentlyfail to understand the expert’'s responses. t8ey cannot
formulate clear follow-up questions. In that case the student asks a vague question such as
“Huh?.” As with“Why?” questions, theystem checkthe previous response produced by
the system itself to find failed communicative goals using recovery heuristics.

Moore givesstress to the previous utterances ofdyxgtem as an importaaspect
of the context foreplies to questions. She insisthat to react to the user’s request the
system must haveecordedinformation aboutits own utterances anbave reasoning
strategies.

This is a little different fronour Circsim-Tutor. In general Circsim-Tutor asks the
guestionspnot the studentCircsim-Tutormaintains andises informatiorabout the state
of the studenfrom formerstudent answers, PEAmodel ofthe student is basemhly on
what PEA hassaid earlierHowever, there have beeamalyses ofour humantutoring
dialogue to categorize the student’s follow-up questions anitinés behavior [Sanders
et al. 1992; Shah 1997]. It is possibtat Moore’sanalysiscould be quite useful to us in

the future.
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3.4.5 IDAS: Documentation-Question Project. IDAS (tHetelligent

Documentation Advisory System) [Reiter et H395, Reiter &Mellish 1993] wasjointly
developed by th&niversity of Edinburgh, Racal Instrumerittl., Racal Researchtd.,
and Inferencdsurope Ltd. tobuild anadvanced on-line documentation systiemexpert
users of automatic test equipment.

IDAS hastwo parts: anadvanced version of a conventional canned-testp’
package, and a natural language generation systhithh computeshelp messages on-
the-fly fromthe user’s query and a knowledge basmongthe motivations fotrying to
mechanically generate documentation in this manner are:

. Easier maintenance dbcumentation. Foexample, ithe description
of somepartchanges, it vt be changednly once inthe knowledge
base and will appear in updated form in all generated text.

. More consistency between documentation and desigtheaextent
that the knowledge base used for documentation can be
automaticallykept consistentwvith the CAD databasthat describes
the machine.

. Guaranteed conformance to documentation standards, such as
consistent use of terminology, avoidance of various ambiguous
grammatical constructs, etc.

. The ability to talor the text to the context, e.g. the usdéesgel of

expertise or the context of the previous questions.
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The authors of IDAS recognizesgnificant problemNatural language generation
systems that rely only on domain speckitowledge plus dot of planning, called “deep
generation”, are computationally much too slow for interactive use. Furthermoregrny is
hard to develop thplans thatproduce text in a principled wafgven how to construct
reasonable paragraphs in a restricdlechain can be a bigesearch project. On the other
hand “shallow”approaches, whemauch ofthe text is pre-determined mon-principled
means, risk losing some tiie advantages in the aboN&. The authors of IDAS use
several intermediate approachéso to simplify the sentenceplanning and surface
generation tasks, and a rule-based method to simplified the content determination task.

The mostradical approach tosimplification is thecannedtext with embedded
references method, where the entire sentersterisd except foreferences to knowledge
base objects. Arxample is “Carefully slid§BOARD] out along its guides.” Irthis
sentence, “[BOARD]” mightltimately becométhe DMM” or “the board in slot 6 of the
instrument rack.” (This and other IDAS examples are from [Reiter & Mellish 1993]).

Another approach to simplification starts with c&senes, whicHDAS is using as
an intermediate representation of clauses. A tasee conceptually describese verb

plus its arguments. To this, it is possible to add canned text. An example is:

REMOVE (actor=User, actee=Board, source=Instrument-Rack,
manner="“gently”)

This will became a sentence whéie nain action is “remove” (although another
verb might beused), the arguments are obtaifredn the knowledge base, and thaéverb

“gently” is inserted into the sentence without any processing.
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IDAS is similar to Circsim-Tutor inthat it isgenerating texthat imitates human
text. IDAS isimitating technicalwriters. If atechnicalwriter would use“gently” in a
certain situation, then IDAS should use it also, even if there easp principled way to
compute the factSimilarly, Circsim-Tutor is imitatingour humantutors. If they have
effective ways to express themseM8S§T must do theame. Also, both IDAS and CST
operateinteractively.So, they need to save computational time. The lesson hehatis
text generation in CST v.8hould probably uséhe same kinds of simplificationghat
IDAS uses, and stay away from deep generation.

3.4.6 PHRED: A generator for Natural Language Interfaces. Jacobs [1988]

introduced a natural languaggenerator, PHRED (PHRasé&nglish Diction), that is
designed for use in wariety of domains. It pduces natural languagautput from a
conceptual representation. It shares its knowledge base with PHRAN (PHRasal
ANalyzer). PHRED and PHRAMNre part of the bix Consultant systenthat coahes
novice users otJnix. The PHRAN analyzer makes a conceptnérpretation of the
user’s free text input. The response ofixJConsultant goes to PHRED as a conceptual
form to be converted to natural language output.

The knowledge base consists of pattern-concept pairs. The pattern-coaicept
are associations betwedinguistic structureand conceptual templates. THhalowing
exampleshows a pattern-concept pair associating the use of the verb “remove” with a

particular “stage change” concept:
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Pattern: <agent> <root = remove> <physob>
<<word = form> <container>>
Concept: (state-change (object ?rem-object)
(state-name location)
(from (inside-of (object mnt)))
(to (not (concept (inside-of (object ?cont))))))
Properties: tense = (value 2 tense)
rem-object = (value 3)
cont = (value 5)
forms = (active-s passive-s)
[Jacobs 1988, p. 316]

Inside of anglebrackets ( < > ) the patterhas linguistic information and
conceptual categories.

This pattern and conceiair contributes to producing the sentence “$bould
remove thdile from the top level directory” or theclause“to remove dile from the top
level directory” according to theombination of general linguisticonstraints such as
surfaceorder asvell asthe needs of the utterance. These pattern and copaiepthave
been used to represegpecialized linguistidknowledge withouthaving rigid surface
structures. Conceptshich are expressed xed phrases or partiallfixed constructions
can be represented as well, by inserting the fixed parts in the pattern.

PHRED produces an utterance in three phases: Fetching, Restriction, and
Interpretation.

The input to PHRED is an instantiated concept with sewhditional constraint
information. The concept needs beified against the concept-halves alf the pattern-
concept pairs in the knowledge base. Whaification is successfuthe corresponding

pattern-half describes one possible way to say the sentence. In gdsfiahe needs of
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a real-time system and counter the slowness of unificaherfetched phase extractsh
of candidate pattern-concept pairs by using a fast hashing algorithm.

The restriction phasanifies the incoming concept with each potential concept-
pattern pairjnstantiates th@attern, andappliesconstraints. Wen this is successful, the
result pattern igiven tothe interpretation phase to produce the sentdtlements of the
pattern may cause PHRED to call itself recursively to construct constituent phrases.

The sharing othe pattern-concept knowledge base between PHRED and PHRAN
eliminates redundancgnd adds consistency between input antput. Also, it allows
Unix Consultant to have an interface that is interchangeable between English and Spanish.

PHRED uses aery flexible phrasal approach for language processing. Jacobs
gave attention tdnavingpatternsdescribe linguistiknowledge more anas$s specifically
as needed. They range from general sytitagugh partially specifiedconstructions to
fixed phrases.

In terms of Reiter's consensus architecture, PHRED is concenostly with
sentencelanningand surface generation. It has cantent determinatiorits input is the
conceptual representation of a sentence, the output is the sentence.

3.4.7 Ana:Stock ReportGeneration System. Kuki¢th988] introduced a natural

language generation system, called Athat generates a stock markeport similar to
what youmay see in the newspaper. A setl@dif-hourly stock data thatame from the
Dow Jones News and Information Retrieval System is input to Ana. Themu/pats a
summaryreport of theday’s activity on Vel Street.The generatedutput issimilar to

human output. Ana’s reports are evaluated as highly accurate, extensible, and tailorable.
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Kukich believes that fluency skillsre a “result of theffective identification and
integration of somapecificknowledge processegp. 280). Herresearch focused on the
understanding of the interaction between knowledge proceskillgysuch as semantic
skills, lexical skills, syntactic skills, and grammar skills to generate fluent text.

Kukich suggested three fundamental design principl@sdduce fluent text ithis
system: the knowledge-engineering principlehe macro-level knowledge-processing
principle, and the situation dependent integrated knowledge grammar principle.

The knowledge-engineeringinciple embodieshe idea hat specific semantic and
linguistic knowledge of thedlomain of discoursare essential to compose amtelligent,
fluent report. Nobnly domain-specific semantimowledge and domain-specifinguistic
knowledge, but alsgrammar rulesre important. Thgrammar rules integrate\ariety
of linguistic knowledge processe$his principle defineshe scope of requiresemantic
and linguistic knowledge.

The following example of Ana’soutputillustrates why considerablenowledge

engineering was required:

The stock market meandered upward through most of the morning but was
pushed downhill late in the day and posted a small loss yesterday.
[Kukich 1988, p. 299]

This is perfectly good Englisiiyut there areanany domain-specifigvays in which this is
different from ordinary EnglishThere is the choice of sentence construction and the
choice of verbs to use such as “posted” and of metaphors such as “piestradll.”
There is the recognition and choice of features irDibe Jones Industrial Averaggata

to report. Thatthese areall part of thedomain-specific sublanguage sfock market
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reportscan be illustrated by turning it into a weatheport, viz: The temperature
meandered upward through most of therningbut was pushedownhill late inthe day
and posted a small loss yesterday.”

The macro-level knowledge-processimginciple focuses on “semantic units
consisting of whole messagekexical items consisting ofwhole phrases, syntactic
categories at thelause level” [Kukich p289], etc.Kukich follows Becker [1975] in
believing that much human Igmage manipulation is performed e level of fixed
phrases. This macro-level knowledge processingtagpdevel of multi-leveled language
processing theory. Processing canshéted among macro-level, intermediate-level, and
low-level in thistheory. Especially,the Ana report generation systerdoes not need to
have detailed knowledge from thelementary components dhe phrases for the
generation of fluentext. So,most text generation iAna is done by assembling phrases
into sentences and paragraphs. Macro-level processingtpekshrases, and lowtavel
processing creates coordination, pronominalization, etc.

The integrated-knowledge situation-dependent granpriaciple came from the
idea thatthe requiredgrammatical knowledge is extremely situation-dependgoi.the
choice of the appropriate grammatical item is a resultsgft @f integratedulesthatcame
from a variety of types of semantic and linguistic knowledge at any decision point.

The macro-level phrasal approach of Jacobs and Kukaghbe helpful in Circsim-
Tutor.

3.4.8 StrokeConsultant: MedicaExpertSystem. Collier et a[1988] show two

different text-generatiorsystemsfor a medical expert system Stroke Consultant. One
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system assembles phrases fromasa dctionary and parses roughly tonfirm that the
result iswell formed. Another system uses Sagdtisguistic String Parser (LSP) to
generate freer text.

The first system was actuallysed in theStroke Consultant systendue to the
advantage of speed and rstge. This one produces threkinds of reports: a Current
Status Report, ®ischargeReport,and a Case Summary. TRairrent Status Report is
used by thephysicianfor resuming an earlier case. A permanergdical record, the
DischargeReport is generated for thaformationabout the patient’discharge or death.
The CaseSummary gives a quick review dhe patient’s state and physician’s
recommended treatment. The Curr&tatus Report generat@nd DischargeReport
generator have threamestrategy. These generators consist of faajor components: the
concept chooser, the phrasalder,the grammar engine, arttie output formatterAfter
choosing concepts (what say and whahot to sayabout the topic), the phraseilder
finds proper phrases angbuts them together. Thegrammar engine confirmghe well-
formedness ofhe text andorrects simple errordhis grammar engineecasts the phrase
from the righthand end to left tduild an intermediate forrfor the phrases. Theinrom
left to right, it builds asentence. Thisecond pass generates a well-formed senteoice
the intermediate representatiofinis two pass methodsimplifies the phrasebuilding
process. The appropriatatput for the screen is emitted by tloaitput formatter. The
CaseSummary isgenerated by a simple processstly in tabular form. Sthe grammar

engine component is not needed.
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The second, experimentaleport generatouses a differenapproach.Using
Sager’s Linguistic String Parser,Collier et al. parsed actuakeports and generated
information formats. Those format slots containformationthat isneeded for generation
such as the patientidentification, admissionlata,deficit data, pastnedicalhistory, and
testresult dataThese information formatsre transformed teimplesentences. Nexhey
borrow from the Linguistic Sring Parser project. Oneasicoperation of the LSP parser
separates a sentence imt@ny individualpropositions. It wagossible to applythose
transformations in reverse&ombining the simple sentences into bigger onEmally,
parsing with LSP confirms their well-formedness.

With two text-generation system€ollier shows several tradeoffs suchqslity
of sentence, required effort, time, and spadfciency. The LSP-based generator
generates various sentences and structures. Howevesjntpter systemshowed the
advantage of time and spae#iciency. We may eventuallwant to use a freer method of
text generation, but the second approach is not appropriate for Circsim-Tutor.

3.5 Dialogue Annotation Scheme: DAMSL

Allen and Core [1997] introduced an annotation schedd#edVISL (Dialogue Act
Markup in Several Layers), developed task-oriented dialogue3hey claim that the
annotation is important fashowingthe roles of utterances and tredationship between
utterancesldeally, good annotation that iseliable, flexible,and comprehensive, can be
applied to other domain projects with other purposes later.

Allen and Core wereanalyzing spokerdialogues. They analyzetthe speaker’s

intentions in eachurn, and used thmtentionalstructure to break up thdialogue into
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utterances. An utterance tgpically a fewwords from one speakeservingone goal.
Overlapping speech, interleaved speech, and long paessproblems in spoken
dialogue thatvere solved by bracketed markup. Utterances franm different speakers
that overlap are bracketed agd/en index numbers, sthe overlappingparts can be
matched up.

Compared to former speeelbt theory DAMSL allows multiplelabels to multiple
layers of anutterance to annotate tlsenultaneous performance of sevepakposes by
one utterance.

DAMSL has three layers: Forward Communicative Functions, Backward
Communicative Functions, and Utterance Features.

The ForwardCommunicative Function indicatélse effect and interaction of an
utterance on subsequedialogue. It has speechact categoriessuch as statements,
directives, and commissive€ommissives commithe speaker to future action, e.g. by
promising to do something(lt is useful to recall herehat they are marking up
collaborative tasks.) Directives directthe hearer to do something, fexample by
requesting information or by demanding aotion. Statements convey information,
perhaps tanfluencethe hearer. Aindividual utterancamight have several such functions
simultaneously. Th&ackward @mmunicative Functioishows therelationship between
the current utterance and the previous dialoguehak independent classes named
agreement, understanding, answer, and information-relation. Agreemerexdample,

shows whether theitterer isagreeing or disagreeing with a previous utterance. The
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Utterance Features relate to structanel content of the utterance. Téestem considers
classes for the information level, communicative status, and syntactic features.

Core and Allen [1997] conducteddiability experiment witithe DAMSL scheme
using acorpus ofdialogues of humans solving transfaion problems.rformal training
of three undergraduates and one graduate student consisted of annotated dialogues with a
GUI-based DAMSL annotation tool and compared the results withahehand against
a master versiorLaterthey annotated a series of dialogueependently. Theeliability
of their results was measured by computing the kappa statistic. It shdittedét lower
than theminimum value of acceptableeliability in some experimentdwo examples of
reasons are: (1) it is hard tecide whether a response is an ‘acceptance’ or an
‘acknowledgment.(2) ‘Ok’ is very ambiguous in meaningiowever, in most cases the
kappas proved the annotations dagly reliable. Sowith many independentlayers
DAMSL annotation scheme labels simultaneous, various actions reliably.

Some big differences between DAMSL and our own markup of tutorial dialogue in

Chapter 4 are:

. Our dialogue isnot spoken, it igyped, so overlappingloes not
occur.
. Our dialogue isnot a collaborative task, it is ateacher-driven

tutoring taskMany ofthe DAMSL annotations are oriented around
the interactions between peers. Operations like conceding, promising,

proposing, and so forth do not occur in our dialogues.
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. We were interested ideriving tutorial goals and patternsjith the
intention of programming aomputer to do them. Therefore we did
not annotatalialogue whichwastoo complicated or messy, and we
did not try to derive a student goal structure at all.

3.6 Effective Tutoring Patterns

Graesser et al[1995] analyzedtutorial dialogue patterns andlentified the
effective learningcomponentsThis studyidentified the boundaries betweamskilled
tutoring andskilled tutoring and foundut how naomal unskilledtutors behave. These
results are helpful to train tutors and to develop human-like intelligent tutoring systems.

They startedwith two sets ofvideotaped tutoring sessions: 44 sessions in the
domain of anundergraduatgsychology research methodsurse, 22 sessions in the
domain of seventh-grade algebra. Tiuors were graduate studerdad high-school
students respectively. The dialogue in the videotapes was transcribed and analyzed.

The most striking conclusion is that even thotigé tutorsmight not havebeen
ideal, theywere very effective. An ideakutor would be a domairexpert, trained in
tutoring techniques, possessing years of tutoring experience. The high school and graduate
students who served astors wereprobablynot ideal, theyare called “normal” in this
study. This study partly confirmethe metastudy of Cohen et §.982], which showed
that tutoring as it is normally practiced raises scores significantly.

One starting point for thanalysis ofthe normaltutoring dialogues was lgst of

components that are identified in the educational literature as being important to learning:
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. Active student learning

. Sophisticated pedagogical strategies

. Anchored learning in specific examples and cases

. Collaborative problem solving and question answering
. Deep explanatory reasoning

. Convergence toward shared meanings

. Feedback, error diagnosis, and remediation

. Affect and motivation

O~NO U WN B

[Graesser et al. 1995, p. 497]

In fact, many ofthese components coufit often beidentified inthe tutoringdialogues
they studied. Thamissing components, such as active studkarning, sophisticated
pedagogical strategies, and error diagnosis, are the pedagogical stratskjiesidfitors.
Instead, it appears that the conversational dialogue patternmséfiled tutors are
effective in anycase. From among the above compondhtsy observed that anchored
learning in specific examples and cases, collaborative problem solving, question answering,
and explanatory reasoning are the most prevalent in normal tutoring.

Comparing classroom teaching dae-to-one tutoring, students were maotive
and learned more in contexts with frequent questions. One lessdhefartelligent
tutoring system isthat it should give some chance tioe student to take control of the
dialogue. Even during sophisticated tutoring methods such as the Socratic method, the
tutoring plan must be revised mesponse to the student’s answeétlso, duringtutoring
with this strategy students can discover their misconceptions.

Another observation from this study wi® use of dive stepdialogue frame as a
collaborative problem solving conversatiopattern. The steps artutor asks question,

student answers questiotytor gives short feedback on theguality of the student’'s
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answer,tutor and studentollaboratively improvethe quality of the answer, andutor
assesses the student’s understanding of the answewd&dniag isthat, especially in the
assessmersgtep,comprehension-gauging questions such as “Do you understand?” did not
yield useful results. Graesser et al. suggested timnhg follow-up question is more
effective.

An important observation frorthe dialogues was that deep reasoning questions
aboutdomain knowledgeasked by both théutor and student, are prevalent normal
one-to-one tutoring. Studelchievement and deep reasoning questarescorrelated,
good student$requently asked deep reasoning questions. ibtssoobvious howthis
lesson can be applied tarCsim-Tutor, but theeffect is sostrong that weshould not
forget it.

3.7 Machine Learning

The goal ofmachine learning is to hatbhe machine generalizenowledgefrom
examples. Thenachine learning is cumulative, &aowledge already learned is used to
supportearning from new experience.

Russell[1996] classifies machine learniragcording to foubasicrepresentations:
attribute-based representation, first-order logic, neumedworks, and probabilistic
functions. In Chapter 6 of this thesis, an attribute-based representation is used for
extracting knowledge from thieuman transpts. This representation startsith a set of
cases that are described by attributes and diseakiesfor each attribute. One attribute
is picked as darget,then themachine learning algorithm wilty to explainthe target as a

function of the other attributes. Foexample, inChapter 6 one case represents one
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instance of a discourse markeithin atutorial dialogue. The attributes of the case might

be whichdiscourse marker occurs and whkatd of sentencesccur beforeand after the
discourse markeMany differentcases are collected. Themachine learning isised for
predicting whichdiscourse marker is used, based on the types of sentences before and
after.

Decisiontreeinduction is included irthe attribute-based-representati@ecision
trees are fully expressive within the class of attribute-based languagésetrwords, any
rule describinghe datecan be expressed as a decigiee.Finding apatternmeans being
able to describe a large number of casesamall, consistentree. | usedQuinlan’'sC4.5
algorithm [Quinlan1993]. First ofall this algorithm tries tdind which attribute most
explainsthe target.This attribute is put at theoot of the tree,and splitsthe datainto
subsets according to thwalues of hat attribute. Itbuilds recursivelysubtrees foevery
branch off the root, using one fewer attribute for each set of subtrees.

Prunning is needed to complétes tree. Thdeaves ofthe decisiontree, farthest
from theroot, are the least explanatory adédscribethe feweshumber of cases. Pruning
prevents splitting omttributes that are natearlyrelevant. With sometandard statistical
test for significance it yields smaller trees with higher predictive accuracy.

The output of thedecisiontree is a set ofules. Given values ofthe other
attributes, it predicts thealue ofthe targetSometimes misclassification happehge to
incorrect data, non-deterministic attributes, or an insufficient set of attributes.

Machine learning has played amportant role for developing rules for the

discourse planner and the turn planner in the new versioro§®-Tutor.
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3.8 Cue Phrases

Many researchers have studied discourse markerso#relr conversational cue
phrases from a variety dihguistic viewpoints.For example, Hallidayand Hasan [1976]
analyzed discourse markers and investigated theparaoftheir comprehensivaccount
of textual cohesionSchiffrin [1987] analyzed eleven discourse marketsrting from an
operationaldefinition thatwas tied to no particular theory. Bchiffrin’s analysis some
discourse markers contribute to coherence between diffettenances, foexample,'so”
and “because” often indicate cause and result. Inatidysis “oh” is adiscourse marker
that sometimes marks repadther discoursenarkers serve as temporal adverigell,”
when markinghe answer to a request, can sighalt the speaker isot fully complying
with therequest. In short, discoursearkersoperate in avariety of waysor a variety of
purposes.

In the computational processing t&xt, discourse markers angseful for many
tasks, forexample planrecognition, anaphora resolution, and providing coherence in
generated text. Somexamplesare cited in [Moser anoore 1995]. DiEugenio et al.
[1997] cite eviénce thaproperselection and placement of discourse markers improves
reading and recall. Litmaf1994] devised a computational approach dstinguish
between structural and sentential uses ofweards in text. Thevord “incidentally,” for
example, can have structural use as a discourse marketicating that a diversion
follows. It can also occur as an ordinary adverb with no special discourse fuhgtizan

used machine learning omarked-up text to make cue phradassification rules. A
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noteworthydifference between Litman’s rules antbst previous studies is thaitman
relied only on observable countable textual features.

Here, | introduce some researchers’ computational approamivasd analyzing
cue phrases. All three studies are similar to Litman’satthey apply machine learning to
marked-up text. Moser and Moore [1995] derived rules for selection and placement of cue
words. Di Eugenio efl. [1997] investigated occurrence and placement isirailar
manner. Nakano and Kato [1998&imedthat the cue phrase controls dialogue and makes
it more understandabkspecially innstruction dialogue. A difference betwetese three
studies and Moser arMdoore is that in thesstudies theext wasmarked into discourse
segments, with the relations between the segments anndtatedvasnot thekind of
directly observable information available to Litman.

3.8.1 Relational Discours@nalysis. Moser andMoore [1995] suggested a

coding scheme called Relational Discoubsalysis(RDA) for annotating theelationship
between segments of discourse in their study of features that help to preditzicamsent
and selection for automati@xt generationThey describe RDA as a hybrigetween
Grosz andSidner’s idea$1986] andMann and Thompson’s RhetoricatructureTheory
[1988]. RDA suggests that segments of discourse consist aifr@ thatexpresses the
segment’s purpose arahy number ofcontributor segments that serve thare. They
analyzed these “core:contributor” relations from antentional perspective and an
informational perspective. Figur8.3 illustrates the RDAanalysis of thispiece of

instructional text:
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Although A. you know that partl is good,
B. you should eliminate part2
before troubleshooting inside part3
This is because C 1. part2 is moved frequently
And thus 2. is more susceptible to damage than part3.
[Moser and Moore 1995, p. 132]

B. you should eliminate part2 before
troubleshooting inside part3

T T

concession:core core-evidence
) action:reason
step:prev-result

/\ THIS is C2

ALTHOUGH A BECAUSE B
evidence:core

cause:effect

/N

Cl AND
THUS

Figure 3.3. Example of RDAalysis. [Moser and Moore 1995, p. 132]

The core of thesegment igB), “you shouldeliminatepart2.” All else is commentary in
oneway oranother. Segment (Ajas a concessive relationshipthe corewhile segment
(C) providesevidencefor the truth of the corelnside of (C) the core is (C.2with
contributor (C.1) providing cause-and-effect evidence.

After coding the corpusvith RDA they comparedhe distribution of cuevords

“since” and “because” in instructional dialogues. Theyiced that the order of core and
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contributor affectthe choice between theo cues. Also, the choice can be affected by
other factors. In contrast tearlier studies, whicltonsidered discourse to beliaear
sequence of segments, they discovehed the structural ebeddedness of a segment can
prevent a cue frorbeingusedwithin an embedded relation if it al®curs in the outer
unembedded relation. Overaltore position had the most importamffect on cue
placement and selection.

3.8.2 Predictive Features for Cue Occurrence and Cue Placement. Di Eugenio et

al. [1997]identified features of cue occurrence and cue placement witbyamoward
automatic explanation generation. They apptieel C4.5machine learning algorithm to
thesame RDA marked-up dialogues that wanalyzed byMoser andMoore. The result
is a decision tree based on features selected from the annotations on the text.

From theseveral possible distinct problems mfe usage: occurrencglacement
and selection, their research focused on cue occurrence and cue placement. The Di
Eugeneo et al. study foundhat discourse structurententional relations, syntactic
structure,and segment complexity giiae mostinfluence tocue occurrence and cue
placement.

They used théollowing features:

. Segment Structure: shows the global structure of the
“core:contributer” relation between segments such as position of
contributor relative to the core.

. Core:Contributer relation: capturggentional relation, informational

relation, syntactic relation, and adjacency of the two segments.
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. Embedding: showthe type of corend contributor and theumber
of relations in the hierarchy containing both of them.

After several experiments they obtainte best treavith the lowesterror rate.
This tree showed that the structure ofisents is a fundamenttdature fordetermining
cue occurrence. Alsoinformational and syntactic relationare influential as well.
However,adjacency dichot function as a predictoBut just usingindividual features it
was hard toreliably predict the cue occurrence. Cue placement, orother hand, is
predictable from the syntactic relation between core and contributor.

Although coding core:contributor relations inrREsim-Tutor project dialogues is
different with our mark-up as describedGhapter 4, this approadiecame the firsstep
in my cue selection work using machine learning.

3.8.3 Predictive Features for Cue Phrase Selection. Nakarkatm{ll998]also

applied C4.5 to determine factors and precise selection rules for cue phrases. The
dialogues they studiethvolved ateacher instructing a student intask. Their work
focused on sentence-initiale phrases because cue phrases in this posiéquently

refer to goals or direct actions, and are therefore important to the studenttwimyiso

learn and execute the task.

Theyannotated the corpus woistructional dialogue andassifiedcue phrases into
three classescalled the changeover, conjunctive, anddinal classes. Theannotation
focused on discourse segment boundary andetlet of enbbeddedness dhe segment,
since theywanted to see theelationship between cue phrases and dialogjugcture.

Their work showed hierahical relationships betweetutorial goals, similar to my
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annotation in Chapter 4 of this thesis. Also, ttaynotated discourse purposes and
dialogue exchanges such as confirmation-answer, question-answesorkis similar to
our analysis of goal structure.

Using C4.5 they carried out learning experiments focusedtte usage of three
kinds of cue phrases (changeover, conjunctive, ordinal), starting with ten fe#tates
came from discoursstructure, task structuand dialogue aatext. Their best modethat
uses the fewemumber of learnindgeatures withousacrificingaccuracy haghe following

six features:

. Embedding: The depth from the top level.

. Place: The number of elder sister segments.

. Discourse Transition: Type of change in attentiostate,such as
pop or push.

. Subgoal: The number of subgoals of the current goal.

. Pre-exchange: The type of exchange frttva preceding segment,

such as question-answer.
. Preceding segment: The cue phrase in the preceding segment.
With the abovesix features the beshodel showed’0% accuracy an®5% error rate.
They concludedhat discourse structurefluences selection. Also, they insisted trestk
structureand dialoguecontext are factors that cannot be ignored indheice of cue

phrases.
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CHAPTER IV

ANALYSIS AND MARK UP OF TUTORING TRANSCRIPTS

The Grcsim-Tutor project has collectecabout 50 transcripts ophysiology
professors tutoring studenisdividually. In these tutoringsessionsthe professor and
student were in separate roomemmunicating only by typing ooomputer keyboards.
These transcripts areur basic data fromwhich we havediscoveredtutor goals and
dialogue moves, ways to express each move, and how students respond.

In this thesis excerpts from transcripts contain referéagssuch as “K10:29.”
This interpreted as meaning the excerpt came from transcript number K10 turn number 29.
Frequently | wll specify arange of turns, “K10:29~38.8pecifiesturns 29 through 38.
Transcripts with K-numbersvere taught by expert tutonshile transcripts with N-
numberswere taught byovicetutors, aslescribed in Chapter 5. If | edited the excerpt |
mark it with the word “after,” as in “after K10:29~38.”

With the intention ofdetermining plangor the CST v.3 planner, Re\eedman
and | analyzedhese transcripts. We hasaalyzedover 270 turngrom the 5000 turns of
dialogue inour collected transcripts. We marked up the transcripts in an S&é so
some processing by computer is possible.

In this chapter | showhe planninggoals and argumentkat resulted. hlso show
how thetutor changes plans accordingttee student’s unexpected answdnally | show

some examples of the detailed markup.
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4.1 What We are Marking Up

Here is anexplanation ofhow the dialogue in the transcriptssguctured. The
tutoring sessions concern a particular topicpimysiology, a mechanism called the
‘baroreceptor reflex’'which is part of blood pressure regulation.

. The session stes with the tutor and student introducinthemselves
in some way, and the student is given instructions.

. The student reads a description of a procedhat disturbs the
blood pressure, for example, the patient loses a liter of blood.

. The studenhas a chartalled the ‘predictions table.’ It is a table
containingthe names of seveimportantphysiological variables, and
three stages iwhich they varyover time. Thestudent is asked to
predict a qualitative change: increase (+), decrease (=), or no
change (0).

. The student’s first job is tadentify which of the variables in the
predictions table is affected first, and whether it increases or
decreases.

. Some conversation (teaching) between the teacher and the student
may ensue until the student gets this first prediction correct.

. The student then predicts the changes inothher variablesfor the
first (DR) stagewriting the prediction in the prediction takjehich

is in the student’s possession) dgpging the prediction to théutor
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in the other roomSometimes there is more conversationthas
point.

. (*) After the last DR prediction, théutor starts toteach,usually
until satisfied thathe student understands thehavior ofthe seven
variables irthe DR stage.

. The studentmakes predictions fothe RR phase fomlll seven
variables. Again, soméutoring may happenwhile the student is
predicting thevariables one-by-one and transmittitige predictions

to the tutor.

. (*) The tutor teaches the RR phase
. The student makes SS phase predictions.
. (*) The tutor teaches the SS phase.

It is those sections of the conversation marggdabove, which weretrying to
analyze. Theeason is that these sections nwesely resembléhe tutoringregimeused
by the GrcsiM-Tutor program, which in generdbes not attempt tteachuntil it has a
set ofpredictions towork with. A substantial fraction othe dialogue is concerneuth
the mechanics of the session and collecting predictions from the sflidisritasnot been
included inthe transcripts we are to mark gpmce stdentsusing GRcCsIM-Tutor enter
predictions in table, instead. e alsoskipping anytutoring dialoguethat took dace

while the predictions were being collected.
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4.2 Structure of the Goal Hierarchy

| marked up the tutorial goatructure in the transcripf&im et al. 1998a, 1998b]
to use as #dasisfor plan-basedext generatiorfFreedman & Evens206]. Their analysis
produces mitiple nested annotations showitgpth global goalsfor tutoring andlocal
goals formaintaining acoherent conversation and providing appropriate responses to the
student.

CircsiM-Tutor v. 3requires a set of tutori@nd conversational goal schemas in
order to produce coherent conversations. The analysis in this chapter is an extension of the
one introduced by Freedman [1996D]. It is based on approxingi@instances of global
tutoring goals and 50 instances of local goals.

Tutorial goals are expanded irhe&rarchy, as shown in Figures 4412 and4.3.

At the highest levels,T-tutors-procedure  and T-tutors-stage show the tutoring of the
particular procedure and the stage of the reflex responsa-fikws-stage expands to:
T-introduces-stage “Let’s take a look at your predictions in DR.”
T-corrects-variable “Take the SV first, can you tell me....”
T-concludes-stage  “All of your other DR predictions were correct.”

Below the T-corrects-variable level, two sections of dialogue are generated for
each variable thahe studentid not predict correctly.T-introduces-variable introduces
the variable as areferent in the conversation ar@tutors -variable does the actual
tutoring. Tutoring requires at least thresels of goals below thevariable level: the
‘method’ level,the ‘topic’ level, andthe ‘primitive’ level. The methodevel shows how to

teach about @ariable. Thetopic level represents eadktem that must be taughtThese
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content items largely involve domain contenfhe primitive level shows howthis

information is communicated to the student.

T-tutors-procedure
(proc=pacemaker)

T-tutors-stage (stage=DR)

T-introduces-stage T-corrects-variable T-concludes-stage
T-introduces-variable T-tutors-variable
METHOD
TOPIC
PRIMITIVE

Figure 4.1. Goal Hierarchy |

4.3 The Categories of Methods, Topics, and Primitives

4.3.1 The Methodlevel. The methodevel shows how to teach aboutwariable.

It can be used to express various types of deductive reasoning, interactive questioning and

exploration of anomalies.
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T-tutors-variable

Method

T-does-neural-DLR

T-shows-
contradiction

Topic
T-tutors- T-tutors-DR-info
mechanism
Primijtive Inhec:Method
o T-moves-
T-elicits toward-PT
Topic
T-tutors-
mechanism
Primitive
T-elicits

Figure 4.2. Goal Hierarchy Il

59



Jung Hee Kim

T-does-neural-
DLR
(Method)

T-tutors-
mechanism

(Topic)

T-elicits
(Primitive)

/ T-elicits
(Primitive)

T-moves-toward-PT
(Inner-Method)

T-tutors-
mechanism
(Topic)

T-elicits

(Primitive)

[ T-elicits

(Primitive)

/ T-tutors-
mechanism
(Topic)

[ T-moves-toward-PT
(Inner-Method)

/ T-tutors-
mechanism

(Topic)

[ T-does-neural-
DLR
(Method)

Figure.4.3. Nested Goal Structure
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To refinet-tutors-variable thetutor chooses a method depending omuanber of
factors, including domainknowledge (e.g., the mechanism ofaction of a variable),
dialogue history(e.g., the student’previous utterance), and the studemdel(i.e., how
well the student is doing).

Here is a collection omethod-leveltutoring goals we &ve observed in the
transcripts.

4.3.1.1 T-does-neural-DLR. If theariable is catrolled by the nervous

system,the tutor often chooses the question and ansstgle methodt-does-neural-

DLR. (DLR stands for directed line of reasoning, a form of Socratic dialogue.)

tu: Can you tell me how TPR is controlled?
st: Autonomic nervous system.
tu: And the predictions that you are making are
for the period before any neural changes take place.
So what about TPR?
st: No change. [after K10:29~38]

4.3.1.2 T-tutors-via-determinants. For non-neural variableshe most

common schema istutors-via-determinants . With this methodhe tutor corrects the

value of a variable by invoking a relationship with another core variable.

tu: What parameter produces a change in RAP?

st: CO.

tu: Do you remember a relationship between CO and RAP?

st: Inverse.

tu: Right, then what is the value of RAP? [after K22:40~50]

4.3.1.3 T-moves-forward. This methodis similar to t-tutors-via-

determinants but it applies whenthe determinanhas already been mentioned in the
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conversation. Compared with thedoes-neural-DLR method and the t-tutors-via-
determinants method, this method is ledgectly based othe domain reasoningsed by

the tutor to solve the problem.

tu: So, CO inversely determines RAP and you predicted that CO
would increase. So what happens to RAP?

st: RAP decreases

tu: And if RAP decreases what will happen to SV? [K36:170~172]]

4.3.1.4 T-shows-contradiction.With this method, theutor corrects the

student’s error by pointing out a physiological inconsistency in the student’s answers.

tu: So you have now predicted that CO will fall and that HR is down
but SV is up. How is this possible? [K44:154]

4.3.1.5T-explores-anomaly. This methodsisperficially similar,but it is

used in cases where theportedfactsonly appear inconsistenits goal is to ensure that

the student really understands the deeper qualitative relationships among the variables.

tu: So, we have HR down, SV up and CO down. How is that possible?
[K27:72]

4.3.1.6 T-diagnoses-error.This method is usedhenthe tutor wants to

identify astudent misconception. Although the compuiteor may not beable to handle

this method, we observe in the transcripts that human tutors do it sometimes.

tu: Why do you think that TPR will decrease? [K27:50]

4.3.1.7 T-tutors-via-deeper-conceptsthis isused togive more detailed

explanations tdhe student aftefailing to get a correcanswer fronthe student bysing



Natural Language Analysis and Generation for Tutorial Dialogue 63

only the sevencore variables. This method gives informationttee studentor elicits it

from the student) in terms of a more detailed physiological model.

tu: The central venous compartment is a compliant structure
that contains a certain volume of blood ... [K14:39]

4.3.2 Inner Method.evel. The methodevel describes a scheniar correcting
one variable or exploring one anomaly as described before. A method schema is composed
of individual statements and questions we call topics, described beldvd.i8. You can
think of eachtopic as a single unit of knowledge. After each topic has baecessfully
communicated to celicited fromthe student, the method is completBdt whathappens
when atopic is notsuccessfully communicated? particular, what happens when the
student gives a wrong answer to a question? An action the tutor can take when the student
incorrectly answers a question isdorrect the one topic the studdvad a problem with,
then proceedvith the original method. Figuret.4 contains such an example, where the
student answerettadius of arterioles” instead of “neural.” The schewiaich corrects
one topic in response to an unexpected answer is called an inner method.

Usually an innermethod refers to a more detailghysiological model. The
t-moves-toward-PT inner method shown in Figuré.4 is aninstance of this. Thigner
method tries to correct the studenéisswer by referring to one dtiie predictiontable
variables orthe baroreceptareflex, usingthe student’'s more detailed knowledge. These
inner dialogues also followhe method / topic primitive hierarchy anére nestedhside

the topic that provoked the student’s near-miss response. We especially want to add this
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<T-does-neural-DLR>
<T-tutors-mechanism>

<T-elicits >
tu:What is the primary mechanism of control of TPR?

<S-ans, catg=near-miss>
st:Radius of arterioles.

</S-ans>

<T-ack type=positive>
tu:Yes.

</T-ack>

</T-elicits>

<T-moves-toward-PT method-type=inner>
<T-tutors-mechanism var=RA>
<T-elicits DM="and”>
tu:And what is the primary mechanism by which
arteriolar radius is controlled?
<S-ans, catg=correct>
st:Sympathetics.
</S-ans>
</T-elicits>
</T-tutors-mechanism>
</T-moves-toward-PT>

</T-tutors-mechanism>

</T-does-neural-DLR>
[K12:37~40]

Figure 4.4. Inner Method |
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feature toour tutoring system because it is a way of tailoriogr responses to the
student’s individual needs.

Figure 4.5 shows another inner-methedoves-to-previous-concepts

4.3.3 The Topid.evel. The topiclevel represents eadtem that must be taught.
These contenitems largely involve domain content. riethodtypically consists of a
series of topi@perators. Foexample the following topic operatorgan be used tbuild
the t-tutors-via-determinants ~ method mentioned above. Each topperator is
illustrated with an example from the transcripts.

T-tutors-determinant

First what parameter determines the value of RAP? [K13:37]

T-tutors-relationship
Do you know how RAP will change if something produces a
change in CO? [K14:43]

T-tutors-value

So, what would happen to RAP? [K11:69]

To build the t-does-neural-DLR  form, thetutor may use thefollowing topic operators,

followed byt-tutors-value .
T-tutors-definition

Can you tell me what you think that IS means? [K47:56]

T-tutors-mechanism

Can you tell me how TPR is controlled? [K10:56]
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<T-tutors-determinant var=RA>
<T-elicits>
tu:lf | have a single blood vessel, what parameter most strong|)
determines its resistance to flow?
<S-ans catg=near-miss>
st:Diameter.
</S-ans>
</T-elicits>

<T-moves-to-previous-concepts method-type=inner>
<T-tutors-determinant var=RA>
<T-elicits DM="and”>
tu:And physiologically, what determines the diameter of the blopd
vessels?
<S-ans catg=correct>
st:The sympathetic tone supplied to its smooth musculature.
</S-ans>
<T-ack type=positive>
tu:Right.
</T-ack>
</T-elicits>
</T-tutors-determinant>
</T-moves-to-previous-concepts>

</T-tutors-determinant>

[K27:52~56]

T-tutors-DR-info
And the predictions that you are making are for the period before any neural
changes take place. [K10:31]

When the tutor wants to teach by showing a contradictidhe t-presents-
contradiction andt-tutors-contradiction topics are needed.

T-presents-contradiction

You predicted that it would go up......But remember that we're dealing with the
period before there can be any neural changes. [K10:41~43]
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T-tutors-contradiction

How can CC go up if it's under neural control?
(And then the tutor expands tutoring by giving the answer.) [K10:43]

Whenever adeeper conceptuamodel has been introducedhe tutor must
eventuallyreturn to the coreariable hat started theliscussion. The topi¢tutors-PT-
entry can be used for this purpose:

T-tutors-PT-entry

What parameter in the prediction table reflects the filling of the left ventricle?
[K27:66]

Inside ofthe t-diagnoses-errors method thet-identifies-problem  topic is used
to diagnose a problem:
T-identifies-problem

Why do you think that TPR will decrease? [K27:50]

T-tutors-compliance-info

The central venous compartment is a compliant structure that contains a certain
volume of blood. [K14-39]

The t-explores-anomaly method is expanded by thepresents-anomaly and
t-tutors-anomaly topics.
T-presents-anomaly
case 1: So, in DR HR is up, CO is up, but SV is down. [K25:62]
case 2: So, CO decreases even though SV increases. [K26:76]

case 3: So, we have HR down, SV up and CO down. [K27:72]
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T-tutors-anomaly
case 1: How can you explain this?
The decrease due to the lowered heart rate is greater
then the increase due to increased stroke volume. [K26:36~37]

case 2: How is this possible? HR is down more than SV is up. [K27:72~73]

The t-tutors-consequence-value  topic is used to show thalue of a variable as
a consequence of tvalue of a determinant. The determinant, its value,thadariable
being tutored areusually mentioned within thitopic, and thevalue of the variable is
elicited. This topic occurs inside of thvenoves-forward method.

T-tutors-consequence-value

tu: Next, when RAP increases what effect would that have on SV?
st: SV would increases also.
tu: Sure. [K39: 128~130]

4.3.4 ThePrimitive Level. The topics share therimitive operatorst-elicits and
t-informs . Thet-elicits operator isised when we ant the student to participaaetively
by answering a question. Withinforms the tutor gives some information to the student.

T-elicits info=var-value

So, what happens to SV? [K14:53]

T-informs info=DR-info attitude=remind

But remember that we are dealing with the period before

there can be any neural changes. [K10:43]
T-informs narrative-mode=summary

So, we have HR down, SV up and CO down. [K27:72]
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Figures4.2 and4.3 show the hierarchicahd nestedtructure ofall three levels:
the method, topic, and primitive levels.

4.4 The Arguments

At any level operatorscan have arguments such as tlagiable name or the
information desired.Other arguments refer to interpersonal aspects of an utterance
(attitude) or textual aspects (narrative mode). Arguments arandleoted from higher
level, enclosing goals.

Here is a primitive-level goal showing several types of arguments:

<T-elicits info=determinant attitude=rephrase-question
narrative-mode=reference attempt=2>

Information can beany piece otontent we arérying to inform or elicitAttitude shows
the tutor’'spersonal intentions anthrrative-mode impliestextualmeaningsThe number
of attempts shows howmanytimesthetutor has triedtutoring inside of thesame method
or topic. Next, | show argument groups that | haefined from my reading of the
transcripts:

4.4.1 Variable We have 7 core variables: HR, IS, TPR, CO, MAP, CVP, SV.
There are othevariablesthat appeaimfrequently. Some older transcripts use CClatg
of IS and RAP in place of CVP.

(1) var = HR

(2) var = BV (Blood Volume)

4.4.2 Type

(1) method-type = inner: This is used for the inner-method type.



Jung Hee Kim 70

<T-moves-toward-PT method-type=inner>
<T-tutors-mechanism var=RA>
<T-elicits DM="and">
And what is the primary mechanism by which arteriolar
radius is controlled?
[K12:39]

(2) type = neural

<T-shows-contradiction type=neural>
tu: But (if) CC is under neural control, how would it be affected
in the DR period?
st: | EDV.
tu: You can’t have it both ways.
</T-shows-contradiction> [K11:55~57]

(3) type = 3-vars or type = 2-vars
<T-explores-anomaly type=3-vars>
So, in DR HR is up, CO is up, but SV is down.
</T-explores-anomaly> [K25:62]
(4) type = explain-DR or type = mention-DR
Sometimes the tutor explains the meaning of the DR stage and sometimes
just mentions the name of the DR stage as a reminder.
case 1:

<T-informs info=DR-info type=explain-DR atti=remind>
Remember that we're dealing with the short period before you get a reflex response.

</T-informs> [K12:35]
case 2:

<T-informs type=mention-DR DM="s0">

So, inthe DR .....

</T-informs> [K27:60]

4.4.3 Information

(1) info = var-value
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<T-informs info=var-value>
You predicted that it would go up.
</T-informs> [K10:41]

(2) info = reason

<T-elicits info=reason>
What must be true if all three of these predictions are correct?
</T-elicits> [k25:66]

(3) info = HR-vs-SV

<T-informs info=HR-vs-SV atti=speak-to-answer>
It is true that CO=SV x HR.
</T-informs> [K14:49]

(4) info = EDV-anatomy

<T-elicits info=EDV-anatomy >
When you talk about EDV what structure in the heart are you referring to?
</T-elicits> [K22:42]

(5) info = PT-info

<T-informs info=PT-info>
However, neither of these are in the predictions table.
</T-informs> [K22:46]

(6) info = DR-info

<T-informs info=DR-info>
Remember that we're dealing with the short period before you get a reflex response.
</T-informs> [K12:35]

(7) info = RR-info

<T-informs info=RR-info>

Now we are trying to think about what happens to the system when the
baroreceptor reflex is activated.

</T-informs> [K45:102]
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(8) info = neural-info
<T-informs info=neural-info>

CC is under neural control
</T-informs>

(9) info = Starling’s law

(20) info = determinant-value

(11) info = determinant (of variable)

(12) info = relationship (between 2 variables)

(13) info = definition

4.4.4 Attempt #. Default value is 1.

(1) attempts = 2
<T-elicits>

Then what is the value of CC?
<s-ans catg=incorrect>

</T-elicits>
<T-elicits attempts=2 >

So what'’s your prediction about CC?
</T-elicits>

4.4.5 Discourse Marker

(1) DM = “and”
<T-elicits DM="and">

And during DR what changes in ANS activity occur?
</T-elicits>

(2) DM = “ but”
(3) DM = “s0”

(4) DM = “ now”

[K11:57]

[K11:57~61]

[K48:48]
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(5) DM = “ then”

(6) DM = * therefore”
(7) DM = “ first”

(8) DM = “ well”

(9) DM = “ since”

(10) DM = “however”

4.4.6 Attitude

(1) attitude = rephrase-question

tu: Now, what two parameters in the predictions table together

determine the value of the SV?
st: CO and HR.
tu: No.

It is true that CO=SV x HR.
<T-elicits atti=rephrase-question attempts=2>

What | was asking is what determines how much blood is

ejected from the heart each time it beats (the SV)?
</T-elicits> [K14:47~49]

(2) attitude = bolster-answer

casel:
tu: What are the determinants of SV?
st: Determinants are end-diastolic volume, afterload i. e. MAP,
and | think to a small degree, heart rate.
tu: Well that's partly correct.
<T-informs attitude=bolster-answer>
EDV is certainly a determinant.
</T-informs> [K20:34~36]

case 2:
tu: But what determines the volume of blood in the central
venous compartment?
st: How about CO?
<T-informs attitude=bolster-answer>
tu: Certainly, CO is the determinant I'm looking for here.
</T-informs> [K25:52~54]
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(3) attitude = qualify-answer

Qualify-answer is a case when the student’s answer was a near-miss or

partially-correct and the tutor corrected it.

tu: What are the determinants of SV?
st: Determinants are end-diastolic volume, afterload i. e. MAP,
tu: Well that's partly correct.
EDV is certainly a determinant.
<T-informs attitude=qualify-answer>
tu: Afterload (l. E. aortic pressure is important but only when it
Otherwise MAP has little effect on SV.
</T-informs> [K20:34~36]

(4) attitude = reject-answer

Reject-answer is a case where the student’s answer is not correct,
and it would be perfectly permissible for the tutor to say so and not

address it at all.

tu: what parameter in the predictions table relates to the volume
that will be present in the central venous compartment?
st: Co and SV.
tu: Well CO certainly does
<T-informs attitude=reject-answer>
SV is a determinant of CO.
</T-informs> [K14:41~43]

(5) attitude = give-answer

case 1:
tu: First, what parameter determines the value of RAP?
st: Venous return and peripheral resistance influences return.
tu: Not in the way that you seem to think.
<T-informs attitude=give-answer>
CO is made to vary
</T-informs> [K13:37~39]
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case 2:
tu: Do you know how RAP will change if something produces a change in CO?
st: If CO increases then RAP should also increase.
tu: No.
<T-informs attitude=give-answer>
When a change in CO is the independent variable (the thing changed)
then RAP changes as the dependent variable in the opposite direction
(CO and RAP are inversely related under these conditions).
</T-informs> [K14:43~45]

(6) atttitude = repeat-answer

tu: So what does alter RAP?
st: Venous resistance and blood volume
tu: You are correct,
<T-informs attitude=repeat-answer>
both of these would alter RAP.
</T-informs> [K22:44~46]

(7) attitude = speak-to-answer
Speak-to-answer is the case where the student’s answer was not correct,
but there was enough of a correct idea in it that the tutor did not simply
reject it. Similarly the student might have misapplied a completely correct
idea.
tu: Now, what two parameters in the predictions table together
determine the value of the SV?
st: CO and HR.
tu: No.
<T-informs info=CO-equation attitude=speak-to-answer>

It is true that CO=SV x HR.
</T-informs> [K14: 47~49]
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(8) attitude = give-hint

tu: What parameter DOES determine RAP?
st: Map.
<T-informs info=CVP attitude=give-hint>
RAP is approximately equivalent to central venous pressure.
</T-informs> [K14:31~35]

(9) attitude = rephrase-answer

tu: How is TPR controlled?
st: Sympathetic vasoconstriction.
tu: Right.
<T-informs attitude=rephrase-answer>
TPR is primarily under neural control.
</T-informs> [K11:49~51]

(10) attitude = remind

case 1:

<T-informs attitude=remind>

But remember that we’re dealing with the period before there

can be any neural changes.

</T-informs> [K10:43]

case 2:

<T-informs attitude=remind>

Remember that we’re dealing with the short period before

you get a reflex response.

</T-informs> [K12:35]

4.4.7 Narrative-mode

(1) narrative-mode = reference

case 1:

<T-informs narrative-mode=reference>

You predicted that CC would be unchanged and that RAP increased.
</T-informs> [K27:68]

case 2:

<T-informs narrative-mode=reference>

You predicted that TPR would increase.

</T-informs> [K48:44]
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(2) narrative-mode = summary

case 1:

<T-informs narrative-mode=summary>

So, we have HR down, SV up and CO down.

</T-informs> [K27:72]

case 2:
<T-informs narrative-mode=summary>

So, in DR HR is up, CO is up, but SV is down.
</T-informs> [K25:62]

4.4.8 Softener

(1) softener = “can you tell me”

<T-elicits softener=“can you tell me”>
Can you tell me how TPR is controlled?
</T-elicits> [K10:29]

(2) softener = “do you think that”

(3) softener = “do you know”

4.4.9 Stage-modifier

(1) Stage = “during DR”
<T-elicits Stage=“during DR">

During DR what changes in ANS activity occur?
</T-elicits> [K48:48]

(2) Stage = “in DR”

(3) Stage = “in the DR”

(4) Stage = “during the DR period”
(5) Stage = “in the DR period”

(6) Stage = “DR”
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4.4.10 Context-setting-clause

(1) context-setting-clause = “if CVP is down”

<T-elicits context-setting-clause="if CVP is down">
So, if CVP is down what happens to (RAP and) SV?
</T-elicits> [K25:60]

(2) context-setting-clause = “given this info”

<T-elicits context-setting-clause="given this info">
So what do you think happens to SV, given this info?
</T-elicits> [K20:36]

(3) context-setting-clause = “that being the case”

<T-elicits context-setting-clause=“that being the case”>
That being the case, what will happen to RAP-DR in this situation?
</T-elicits> [K26:72]

(4) context-setting-clause = “when CO decreases”

(5) context-setting-clause = “if all three of these predictions are correct”
(6) context-setting-clause = “if something causes to CO to change that”
(7) context-setting-clause = “if it is under neural control”

4.4.11 Specify-value

(1) specify-value = “go up”
<T-informs specify-value="“go up” >
You predicted that CO-DR would go up.
</T-informs> [K25:56]

(2) specify-value = “decrease”

<T-elicits specify-value="decrease”>
Why do you think that TPR will decrease?
<T-elicits> [K27:50]

(3) specify-value = “increase”
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(4) specify-value = “no change”
(5) specify-value = “go down”
(6) specify-value = “”

(7) specify-value =* up”

(8) specify-value = “down”

(9) specify-value = “unchanged”

4.5 Tutor's Response to Student

The transcripts show several kinds of student answers as follows:
e correct
» clearly incorrect
* near miss answer, which is pedagogically useful but not the desired answer
» don’t know answer, where the student said something equivalent to “I don’t know”
» partially correct answenmeaningsomepart of theanswer iscorrectand the rest is

incorrect

Later, Zhou [1999a] added following kinds of student answers:
e grain of tuth, which is anincorrect answer but it shows partially crrect
understanding of the problem
* misconception, meaninghe answerhas common confusion or piece ddlse
knowledge

* mixed answer, shows a combination of other answer categories.

Following are several kinds of tutor acknowledgments.
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* positive
* negative

» partially correct

Thefollowing example ighe usual case of a posititator's response to eorrect

student answer.

<T-elicits DM="s0">
tu: So what would happen to RAP?
<S-ans catg=correct>
st: D, SV D.
</S-ans>
<T-ack type=positive>
tu: Great.
</T-ack>
</T-elicits>
[K11:69~71]

In the case of artially-correct answer we marked one more argumegrtil.
Detail enumerates the categories of epeht of the student'snswer, in order. In the
following example , “end-diastolic volume” is near-miss, “MAP”asrrect,and “heart

rate” is incorrect.

<T-elicits>
tu: What are the determinants of SV?
<S-ans catg=partially-correct detail="near-miss correct incorrect”>
st: Determinants are end-diastolic volume, afterload i. e. MAP, and | think
to a small degree, heart rate.
</S-ans>
<T-ack type=partially-correct>
tu: Well that's partly correct.
</T-ack>
</T-elicits>

[K20-tu-34~36]
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Sometimeshe studengives an answawithout confidence likehe nextexample.
In these cases we marked one more argutypathedge.
<T-elicits>
tu: What other variable is under neural control-primarily?
<S-ans catg=correct type=hedge>
st: CC?
</S-ans>
<T-ack type=positive>
tu: Yes.
</T-ack>

</T-elicits>
[K10-tu-39-41]

Depending uponhe category of student answer, théor may continue with the
current strategy or choose a new one. If the student’s anseenest, thetutor moves
to the next goalsometimes giving amcknowledgment such as “good” or “right”. In
response to a student answer thatléarly incorrect, thetutor may change to a new
method,which sometimes ilv build on the student’s answer. Othgossibilitiesare to ask
the question again in a different way, or to give the student the answer so that tutoring can
continue. Inany ofthese cases, thator mayaddress the student’s wrong answer before
continuing withthe higarchical expansion dhe tutoringplan. Thisfeature is avay of
tailoring our responses to the student’s needs.

A common motivation fochanging to a newtoring method is to refer to a more
detailed physiological model. Thisadten triggered by the student’s use of a teoming
from a deeper model, one type i¢ar-miss answel(The deepemodel can also be
introduced by theutor, incases where it hast beerpossible to explain eonceptusing

only the core variables.)
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“Don’t know” answers are treated in a similar fashiomiorrect answers, but the
tutor has less information available to fashion a specific response.

In response to partially correct answer, theutor usuallyresponds to the correct
part, then the erroneous part.

Figure 4.6 showshe tutor changing histutorial strategy in response to the
student’sclearlyincorrect answerThis is anattempt to teach the student about thkie
of RAP (right atrial pressure) using the relationship between the determinants. The student
gives an incorrect answer about the relationship between CO (cardiac output) and RAP. In
this example, the tutor replaces the current tutasiplg withone that uses concegtem
the deegdevel ofthe concept mapyhich will attempt to teach theame information in a
different way. The new methodoes step-by-step from CO to CBV (central blood
volume), CBV to CVP (central venous pressure), and CVP to KRlly, the tutor

obtains a correct answer from the student and tutoring ends.

tu: How does CO affect RAP?
st: An increase in CO causes an increase in CVP.
tu: Increased CO decreases CBV.

If CBV decreases what happens to CVP?
st: It decreases.
tu: So what would happen to RAP?
st: It decreases.
tu: Right.

[after K11:65-71]

Figure 4.6. Response to an “Incorrect” Student Answer
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Figure 4.7 shows aexample ofthe tutor responding to a neaniss. The student
mentionsCVP, which isnot a corevariable.(Later, sometime after thautoring session,
CVP became aorevariable.) Theutor responds by attempting to lettte studenfrom

CVP, which is astep on the right path to the desired answer CQusbyg determinants

from the deep concept map.

tu:
St:
tu:
St:
tu:
St:
tu:

What parameter determines RAP?
CVP.
What determines CVP?
Blood volume [CBV].
What determines CBV?
CO.
How would RAP change?
[after K25:48-54]

Figure 4.7. Response to a “Near miss” Student Answer

83

Figure 4.8 shows aexample of aesponse to a “don’t know” answer. In the near

miss example oFigure4.7, the student gave tletor something to buildbn, butthis is
not thecase with the “don’t know” answer kigure4.8. Therefore théutor must teach
the knowledge from scratch, as in Figdt8. So thdutor gives some hinhboutRAP and
CVP. Also, thetutor informsthe student abowteterminants of CVP frorthe deefevel

of the concept map. With thatformationthe studenmivesthe right answer for CO.

Finally, with that right answer the tutor can correct the value of RAP.

In all threeexamplesthe student’'s answer triggers a change intther’s plan,

thus personalizing the response in accordance with the student’s knowledge.
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tu: Do you know what determines the value of RAP?
st | don’t know.
tu: RAP is essentially the same as CVP.

CVP is determined by theompliance ofthe system and the
volume of blood in the central venous compartment.
What determines that volume?

st: CO.
tu: So what would happen to RAP?
st It decreases.

[after K26:64-73]

Figure 4.8. Response to a “Don’t know” Student Answer

4.6 The Marked-up Examples

Figure4.9, shows the&hole picture of a markup for the correctionvafiable CC
in the DR stage of the pacemaker procedure accordimgitgoal hierarchy rules and
levels. The t-tutors-stage goal is expanded usingthe t-introduces-stage,
t-corrects-variable, and t-concludes-stage subgoals. First oéll, the tutor elicits the
mechanismwith the methodt-does-neural-DLR and the topict-tutors-mechanism .
After getting a correct answer fromthe student, thetutor changeshis topic to
t-tutors-DR-info . Within thistopic thetutor explainsabout the DR periodlhen thetutor
changes the topic tetutors-value, usuallythe final topic, to obtain thdinal correct
answer for the value of the tutored variable. The category of student answer is marked but
it is not included inside ofthe tutor'sgoal hierarchy. Thdutor’s acknowledgment is
treated the same.

Figure4.10 shows the markup of a response ftoear-miss’student answer. It is

a part of a whole markup for variable RAP. In this example, the tutor asked for the
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<T-tutors-procedure proc=proc-pacemaker>
<T-tutors-stage stage=DR>
<T-introduces-stage>
<T-informs>
tu: Pretty good job!
</T-informs>
</T-introduces-variable>
<T-corrects-variable var=CC>
<T-tutors-variable>
<T-does-neural-DLR>
<T-tutors-mechanism>
<T-elicits>
tu: What input to the heart causes contractility to change?
<S-ans catg=correct>
st: Sympathetic stimulation.
</S-ans>
<T-ack type=positive>
tu: Right.
</T-ack>
</T-elicits>
</T-tutors-mechanism>
<T-tutors-DR-info>
<T-informs type=explain-DR>
tu: The DR occurs during the period of time before any reflex response to
the perturbation of the system takes place.
</T-informs>
</T-tutors-DR-info>
<T-tutors-value>
<T-elicits DM="s0” Stage="during the DR period">
tu: So, predict what change will occur to CC during the DR period.
<S-ans catg=correct>
st: None.
</S-ans>
</T-elicits>
</T-tutors-value>
</T-does-neural-DLR>
</T-tutors-variable>
</T-corrects-variable>
<T-concludes-stage>
<T-informs>
tu: All of your other DR predictions were correct, so please read page 6 so we can
go on.
</T-informs>
</T-concludes-stage>
</T-tutors-stage>
</T-tutors-procedure> [K16:33~47]

Figure 4.9. Mark-up of Correction of Variable CC

85
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<T-tutors-via-determinants var=RAP>
<T-tutors-determinant>
<T-elicits>
tu:What parameter determines RAP?*
<S-ans catg=near-miss>
st:CVP.
</S-ans>
</T-elicits>

<T-moves-toward-PT method-type=inner>
<T-tutors-determinant var=CVP>
<T-elicits>
tu:What determines CVP?
<S-ans catg=near-miss>
st:Blood volume [CBV].
</S-ans>
</T-elicits>
</T-tutors-determinant>
</T-moves-toward-PT>

<T-moves-toward-PT>
<T-tutors-determinant var=CBV>
<T-elicits>
tu:What determines CBV?
<S-ans catg=correct>
st:CO.
</S-ans>
</T-elicits>
</T-tutors-determinant>
</T-moves-toward-PT>
</T-tutors-determinant>

<T-tutors-value>
<T-elicits>
tu: How would RAP change?
<S-ans catg=correct>
st: Decrease.
</S-ans>
<T-ack type=positive>
tu: Correct.
</T-ack>
</T-elicits>
</T-tutors-value>
</T-tutors-via-determinant>
[after K25:48~60]

Figure 4.10. Mark-up of Response to a “near miss” Student Answer
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determinant of RAP. So it is marked up with the methottabrs-via-determinant , the
topic ist-tutors-determinant , and theprimitive is t-elicits . Due to thenear-miss answer
(CVP), tutoring is expandedith the deep-concept method. Aftdrat, thet-moves-
toward-PT inner-method is used tget the tutoring back to wariable that is in the
prediction table. After one moresar-miss answethe t-moves-toward-PT inner-method
is used again. Aftathe studengivesthe right answer for CO, the innerethod is ended.

The tutoring of value at the end is included at the original method level.
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CHAPTER V

NOVICE VS. EXPERT TUTORS

In this chapter Icountand analyze differences in behavimetween expert and
inexperttutors. The goal offinding thesedifferences is to highlighthe better tutoring
behaviors and language styles. | believe we can apphetterstyles tothe machinetutor
in CST v.3.

So far in this thesis | have analyZegl/board-to-keyboard transcriptsvitich the
tutors are Jodllichael andAllen Rovick, professors of physiologyhese are the “expert”
tutors. The Circsim-Tutor project has also collected thirty-one one-hourtwaehour
long transcripts whermedical studentare tutored bysecond yeamedicalstudents. We
call them “novice”tutors. The problems irthe sasionstutored by thenoviceswere the
same as those used by the experts and the student populations were similar.

Some of the results obtained by comparing the experts and riotoce havebeen
reportedbefore. Glass [199] tabulated whether thte@tor orthe student was thist to
give the correctvaluefor an incorrectly predictegtariable. His resultshowed that the
expert tutorgersuaded the student gove the answer more often than thevices did.
Also in[Glass et al., 1999], we showed that expetbrsengage in a more active tutoring
style.

Michael and Roviclare notonly experiencedutors. They have also been shown
to be moreeffectivetutors, experts, in a comparison pfe- andpost-testresults. There
were four novice tutors in thesample Istudied. Theywere all second-yeamedical

students who were ngirofessionaftutors and hadnot tutored the baroreceptogflex
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before, but had taken tilsame physiology clagke previous year. Previo@xperiments
showed that using totally untrainédtors was unsatisfactory, so the professors trained
two of the novices inthe problem domain, antivo of them in tutoring techniques. The
domain-trained group learned the baroreceptor reflex largely from written matéfies.
theyworked problems, they submitted written answers and obtained written feedback, so
they couldnot learn anytutoring tactics. The other group studipdblishedpapers on
tutoring tolearn salienfeatures, then practiced tutoring aoeingtutored.They stayed
away fromthe baroreceptoreflex, instead learnindiow to teach another unrelated
physiological negative feedback mechanism. We labeledotivenovicetutors with the
pseudonyms “White,” “Green,” “Brown,” and “Gray.”

The fourteen usable transcripts from sessiomghioh these founovices served as
tutors arenumbered N17-N27 and29—-N31. The expert transcripts were drafnom
K1-K51. Forsome of the comparisons this chapter it was necessary d¢ontrol the
comparison for thesame issues ithe samecontexts. Therefore $ometimes selected
transcripts or segments of transcripts that were alike in three common features:

* procedure the student was solving (pacemaker malfunction, hemorrhage)

» stage within that procedure (DR, RR, SS)

» physiological variable being tutored (SV, TPR, etc.)

Martha Evens andaimeViehweg, a computesciencestudent,aided me in counting the
dialogue acts. Thevariables being cordifled for in each experimerdre given in the

discussion of that experiment.
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For thefollowing experiments | first marked upe transcripts in SGML ashown
in Figure 5.1. Noviceutorsdid not seem tashow thesame goal hierarchies tge experts
did, their behavior seemed less organized. So in marking-up | focusadyoprimitive
dialogue actselicit andinform. In the discussion that follows | sometimes refer to
guestions, byvhich | mean speedhctseliciting information fromthe student, whether or
not theytake thesyntactic form of a question. In additionttee dialogueactspreviously
described in the expert transcripts, | added a new teasks-confirmation. Tutor
guestions such as “do you understand,” “right?,” and “do ywe lanyquestions?” are all

classified into the-asks-confirmation dialogue act category.

<T-elicits info=det>
Ok, can you tell me what determines the CVP?.
</T-elicits>
<S-ans>
Contractility of veins
</S-ans>
<T-informs info=compliance-info>
The veins are vessels of compliance, so they really have no
contractility.
</T-informs>
<T-asks-confirmation>
Does this make sense?
</T-asks-confirmation>
[N25:48~52]

Figure 5.1. Excerpt of a Marked-up Novice Tutoring Transcript
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5.1 Experiment 1: Elicit vs. Inform

The most distincsstyle difference betweethe expert andhovice tutors is the
frequency othe primitive dialogueactsinform andelicit. | countedelicit and informacts
in ten transcripts of ssionstutored byJoel Michael andhe fourteemovice transcripts
described above. These transcrigté involve the same problem of a pacemaker
malfunction. Itook only the DR stage here for the comparison becdhiseis the best
understood and mostomprehensivelymarked-uppart of the corpusAlso, not all
transcripts included the later stages, RR and SS. The countsrof and elicitareshown
in Tables5.1 through 5.3. Compared to the expert, lbgices inform relatively more
often andckelicit relatively lesoften. Since novicdutor Gray informed distinctlynore than

the other three novice tutors, | show counts both with and without Gray.

Table 5.1. Elicit vs. Inform Choices of Dr. Michael

transcript elicit inform
K13 9 10
K14 11 12
K16 6 6
K22 7 2
K25 9 15
K26 13 10
K27 10 9
K48 18 13
K49 16 12
K51 9 6
Total 108 95

The counts ofnform vs. elicit dialogueacts for thenovices andhe expert can be
summarized in 22 contingency tables. Including novitetor Gray (Table5.4) x° = 16.8

with one degree of freedommeaningthe hypothesis that novices and expents thesame
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is rejected at the < 0.001level. Even excludinghe inform-happy Gray (Tablé.5)

X* = 9.36, meaning the same hypothesis is rejectdtbat< 0.01 level.

Table 5.2. Elicit vs. Inform Choices of Four Novices (with Gray)

transcript elicit inform
N17 26 28
N18 17 13
N19 2 9
N20 8 21
N21 2 7
N22 16 19
N23 13 24
N24 7 24
N25 8 11
N26 1 9
N27 21 19
N29 12 26
N30 5 33
N31 23 41
Total 161 284

Table 5.3. Elicit vs. Inform Choices of Three Novices (without Gray)

transcript elicit inform
N17 26 28
N18 17 13
N20 8 21
N22 16 19
N23 13 24
N24 7 24
N25 8 11
N27 21 19
N29 12 26
N31 23 41

Total 151 226
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Table 5.4. Elicit vs. Inform Choices (with Gray)

expert novice
elicit 108 (53%) 161 (36%)
inform 95(47%) 284 (64%)

Table 5.5. Elicit vs. Inform Choices (without Gray)

expert novice
elicit 108 (53%) 151 (40%)
inform 95(47%) 226 (60%)

These results shovihat thenovicetutorsand the expertutor definitely differ in
using elicit vs. inform dialogue acts. The exgatbrs areasking questiongelatively more
often than the novices are 53% vs. 40% of the time and telling the stodextitdess 47%
vs. 60% of the time.

This result seems tagree with the observations of Graesser €ftl805] intheir
detailed study of transcripts of inexperientabrs. As Ipointedout in Chapter 3, in that
study Graesser et al. listed “actismidentlearning” asone of eightsalient components
that have been identified as contributing to effectitering. Their inexperiencedutors
did not muchencourage active studeletarning. They alsmote thattheir inexperienced
tutors largely ignored various sophisticated tutoring strategiasluding ignoring the
Socraticstyle which intensively elicits information frothe student. Thus expert tutors
might well be expected to elicthore andinform lessthan the inexpert ones, as we
observe.

Lepper et al[1993] focused on thaffective and motivationaaspects of the

tutoring task, e.g. is the student attentive, momchcontrol does the student have, is the
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student curious. In shonyhenthe tutor diagnoses a cognitive problem witie student,

the tutor’'s responsghould address these considerations in addition tedgsitive one.

Their experiencetutors toalmost never directly say what arrorwas orexplainhow to
correct it-tactics that directly address the cognitive problem. Insteadtdremightask a
leading question, request an explanation, or indirectly prompt reconsideration. In fact, they
note, addressing theognitive issues anthe affective/motivational issueare often at

odds. Seen irthis light, the novice tutors arepaying relativelymore attention to the
students’ knowledge defects Iyforming the studentrelatively more often,while the
experts are addressing the students attention and motivatieliciipg relatively more

often.

5.2 Experiment 2: Language Style Issues

The noviceutors' transcripts showed ththey frequently checked confirmation of
the student's understanding, with questions such as “Do you understand?,” “OKIAS “Is
clear for you?,” “...right?,” and “Does that make sense?” | marked tieas t-asks-
confirmation dialogueacts. InTables5.6 and5.7 which follow theyare tabulated under
the heading DYU (meaning “do you understand”.) Also, we could frequently stgle &f
guestion represented lexamples such a@Po you haveany questions?” and “Is there
anythingyou want todiscuss?” Thesare tabulated under the rubric DYQ (“do yieave
guestions”). We can see that noviagorsused DYU questions duringll stages of the
problem. They average®d.0 DYUs per stagéutored for the 32 stagesithin the 14
sessions tabulated, ar@l7 DYQs per stage. The experts, by contrast, averaged a

considerably fewer 0.3 DYUs per stage and 0.3 DYQs per stage.
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One reason for showing so much detail in Tables 5.6 and 5.7 is to illustrate that the
experts prefer to use DYQ at the ends of procedures, after teaching the SS stage.
However, the novices use DYQ from the beginning of tutoring.

According to Graesser et §.995] and Graesser [1993] questiongtu$ variety,
which are called comprehension-gauginguestions, do nothing to enhanstudent
learning, and anyhow daoot yield reliable answers. In fact they observed a positive
correlation between highstudentachievement and “no” answers“tto you understand”
guestions. Wanight therefore expect thaxperiencedutorsuse them less often, as we
indeed observe. The fact thidie experts in fact ask “do ydwave anyquestions” with
some frequency athe end of teaching proceduremight mean that thiguestion is
motivated by consideratiormgher thargauging comprehension. In the terms of Lepper et
al., it could be enhancing the student’s level of control.

Another issue of languagyle involvesthe use of the phrasprimary variable.”

In the beginning of collectingpredictions in the DR stage of the problem, tih®rs want

to the student to stawith the first prediction-table variable which sffected. This is
calledthe primary variable. Knowindhe primary variable igmportant for understanding
the causal effects ahe initial perturbation buknowing the ternfprimary variable”does

not enhancehe student’s knowledge ghysiology.However we noticed that the expert
tutorsrarely usedhe term“primary variable,” preferring instead to expldime concept
when needed, whereas most novig®rs use the term. Therefore, as a measure of the
difference in style, tounted the usage ffrimary variable.” As we casee in Tablé.6,

novice tutors use the phrase in thirteen transcripts out of fourteen. The experts, in Table
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Table 5.6. Counts of Language Phenomena per Transcript for Novices

transcrpt DYU DYQ primary  enphatic
DR RR SS DR RR SS

N17 6 0 N/A 0 0 N/A Yes 6
N18 3 1 N/A 0 0 N/A Yes 6
N19 2 1 1 0 1 1 Yes 5
N20 4 1 N/A 2 2 N/A Yes 6
N21 0 0 0 0 0 0 Yes 4
N22 7 0 N/A 3 2 N/A Yes 6
N23 6 0 N/A 0 0 N/A Yes 5
N24 3 N/A  N/A 3 N/A  N/A No 9
N25 5 2 N/A 0 0 N/A Yes 5
N26 1 0 0 0 0 1 Yes 3
N27 2 3 0 1 0 0 Yes 5
N29 5 1 N/A 0 0 N/A Yes 4
N30 1 1 1 1 0 1 Yes 3
N31 4 2 N/A 4 0 N/A Yes 9
total 49 12 2 14 5 4 76

average 49/14 12/13 2/5 14/14 5/13 4/6 76/14
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5.7, transcripts utterebrimary variable” in onlyone transcripput of twenty-two. Here

is a pair of contrasting examples:

Expert tutor: Let's start by telling what parameter you want to
predict first. [K26:18]

Novice tutor:  Can you please tell me the primary variable that will change
in this problem? [N18:22]

Another interesting countable phenomenon is instances of emphatic positive
acknowledgment. The ordinary, non-emphatic positive acknowledgments in the transcripts
are “OK,” “Yes,” “Right,” or “Correct.” Frequently we could see more stressed positive
acknowledgments such as “ExcellentGood,” “Great,” “Exactly,” “Perfect,” “Very
good,” “Precisely,” “Absolutely,”“Super,” or “You did apretty goodjob!” We tabulated
these under the rubric engift positive acknowledgments. Whére tutor said several
such acknowledgments sequentially withituen we countedhem asone. | count these
positive acknowledgments through the whole transcriptéded in Table$.6 and5.7.

The counting shows that theovices use seventy-six cases fourteen transcripts,
averaging5.4 cases/transcript. The expéutors use eighty-three cases in twenty-two
transcripts, averagin@.8 cases/transcript. Wean see thenovice tutors used more
stressed acknowledgments.

5.3 Experiment 3: Usage of Concept Noun Phrases

In this experiment my goal was to discovEw manyconcepts theutor utilizes
during teaching. As a concrete measure of the number of concepts, | counted the number
of noun phrases that refer physiological and anatomicabtions in thedomain. In the

following example the underlined words are concept noun phrases:
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Table 5.7. Counts of Language Phenomena per Transcript for Experts

transcrpt DYU DYQ primary  enphatic
RR SS DR RR SS

)
Py,

K10 4 N/A  N/A 0 N/A  N/A No 5
K11 2 0 N/A 0 0 N/A No 2
K12 1 0 N/A 0 0 N/A No 6
K13 0 0 N/A 2 0 N/A No 2
K14 0 0 N/A 0 0 N/A No 4
K15 0 0 0 0 0 0 No 4
K16 0 0 0 0 0 0 No 3
K17 0 0 1 0 0 1 No 4
K18 0 0 0 0 0 1 No 5
K19 0 0 0 0 0 1 No 6
K20 1 2 0 0 0 1 No 5
K21 0 0 0 0 0 1 No 5
K22 0 0 0 0 0 1 No 2
K23 0 0 0 0 0 0 No 5
K24 0 0 0 0 0 0 No 4
K25 0 0 0 0 0 1 No 1
K26 1 0 0 0 0 1 No 1
K27 0 0 2 0 0 1 No 2
K47 1 2 2 0 0 0 No 6
K48 0 0 0 0 0 0 No 8
K49 0 0 0 0 0 0 No 3
K51 0 0 0 0 0 0 Yes 1
total 10 4 5 2 0 9 83
average 10/22 4/21 5/17 2/22 0 9/17 83/22

tu: CO has an effect on another cv variable you know which one this is?

st: SV

tu:No, SV isone of the determinants of CO, along with . HRit CO does not
directly affect SV. CO is inversely related to CVP. This is makes sense
because an increase in CO means that blood is going to be removed from the
central veins that drain into the heart at an accelerated rate. If an increase in
CO causes the central venous volume to decrease then the CVP will decrease
as well.

[N19:36~38]

In this excerpthe parameter CO was introduced by ta®or, so itwas counted as a

concept noun. The second parameter SV was broached by the student &mdrthe
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responded with an elaboration 8V, so it, too, was counted as a concept noun. Had the
tutor ignored it, we wouldnot have counted itAlso we can edly see concept noun
phrases such as “central venous volume” and “central veitsch are physiological and
anatomical termd\otice that a concept is countedly once, even if it is invokedeveral
times.

Although this measurenay not captureall concepts, it doesllow relative
comparisons. | compared novices versus experta/anways. One comparison was to
count the concept noun phrases for tutoring an entire DR stage. Second, by counting the
segment of text for the correction of owmariable at a time, | canompute concepts
invoked for individual variablescorrected.Since teaching different variablesvolves
appealing to differentoncepts irdifferent ways, | did this experimefar two variables
separately.

My judgment from reading transcriptstigat thebehavior of SV anc€CVP in the
DR stage idifficult for the student to understand. Thesgables needhore and longer
instances ofutoring. So inthis experiment they becantiee targetvariablesfor counting
number ofconcepts used in the teaching inflividual variables. Inrsome ofour older
transcripts Right Arterial Pressure was used instead of Central Venous Pressure (CVP);
the physiology and the tutorial arguments are the same.

As we can see in Table 5.8cdunted in fourteenovicetutor transcripts and ten
expert ones. Theverall result showghe novicetutorsused more concept noun phrases,
in both the totahumber ofconcepts used and in thember ofconcepts usedormalized

to the number of prediction errors timeteded remediation.
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Table 5.8. Counts of Concept Noun Phrases in DR

N- Prediction Concept K- Prediction Concept
transcript  errors NPs transcript  errors NPs
N17 4 28 K13 2 12
N18 3 17 K14 2 9
N19 2 12 K16 1 7
N20 2 15 K22 1 5
N21 2 13 K25 4 12
N22 3 20 K26 2 14
N23 2 22 K27 2 9
N24 1 19 K48 3 14
N25 2 13 K49 1 26
N26 1 13 K51 3 11
N27 3 13 Total 21 119
N29 2 23
N30 4 19
N31 2 31
Total 33 258
Prediction errs
per DR stage 33/14=2.4 21/10=2.1
Concepts used
per DR stage 258/14=18.4 119/10=11.9
Concepts used
per prediction 258/33=7.8 119/21 =5.7
err

Since correctingall the prediction errors is therganizing principle ofthe tutorial

dialogues, normalizinthe number of concepts to thamber oferrors adjusts for thease

where the tutor has more topics to cover.

Table5.9and 5.10 show counts of concept noun phrasesdigaty theteaching

100

of SV and CVP respectively. The novices used twic@masyconcept noun phrases as the

experts to teach thariableSV. This big difference came frothe teachingattern. The

expert tutors taught theariable SV bythe method of “move-forwardfrom the
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determinants, appealing tthe causal relationships. This way smple and easy to

understand. Here is a simple example, the underlined words are concept noun phrases:

tu: If CVP decreases what will happen toSV
st: Decreases.
tu: Right. [K51:54~56]

In contrast, thenovice tutors startedwith a question fordiagnosingthe student’s

misconceptions and then explained many details, as following example illustrates:

tu: Next, you predicted that there would be a decreased SV. what is the process
behind that?

st: If the heart rate increases, the diastolic time.........

tu: That is good logic, However, what are the parameters which affect stroke
volume?

st: Volume of blood in ventricle, amount of Calcium available intracellularly

tu: Good. By volume of blood in theentricle we are referring to preoload
volume. The amount of Ca available is determined by the stimulation of beta
receptors on theell surfacewhich in turn increase cAM#hrough G
proteins, and theimtracellular mechanisrmadlow an influx of Caeither from
EC or from internal stores. This Ca determines the inotropic state (IS). There
is one other variable which affects the stroke volume, and that is the afterload,
which is the volume on the other side of the heart, which impedes the SV,
represented here as MAP. What | am getting at is that a changedod$R
NOT directly affect the stroke volume, because the change in HR is not
directly linked to SV. [N31:54~60]

However, the result of counting concept noun phrases for teaching CVP was
different than with SV. The expert and novice seem to be using the same physiological and
anatomical arguments, So although their tutostyde was different ithat the experts are
eliciting more andinforming less,the number ofconcept noun phrases sénilar, as is

shown in Table 5.10.
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Table 5.9. Counts of Concept Noun Phrases for SV in DR

N-transcrpt

Concet Noun Phrases

K-transpti Concept Noun Phrases

N24 9 K12 1

N25 8 K14 5

N26 9 K20 7

N29 13 K26 5

N31 18 K27 8

total 57 total 26
average 57/5=11.4 average 26/5=5.2

Table 5.10. Counts of Concept Noun Phrases for CVP in DR

N-transcrpt

Concet Noun Phrases

K-transpti Concept Noun Phrases

N17 5 K11l 6

N18 8 K14 7

N19 8 K22 5

N20 6 K25 7

N25 6 K26 6

N30 6

total 39 total 31

average 39/6 = 6.5 average 31/5=6.2

5.4 Experiment 4: Style of Question

As we have seen in experimentte experts use moreli@t’ primitive dialogue

acts than the@ovicesdo. | analyzedthe content of thelicit acts,placing them intdour

categories:

Here,“curriculum oriented” questions canm®t from studenmmisconceptionshat

were revealed in thenmediate dialoguebut from the tutor’s plans. The questiarses

Curriculum oriented - Deep Question:
Curriculum oriented - Simple Question:
Student initiative oriented - Deep Question:

Student initiative oriented - Simple Question:

E (Curri, Deep)
E (Curri, Simple)
E (Stu, Deep)

E (Stu, Simple)

102
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domain knowledge or servedworing tactic,including askingor a determinantasking
about therelationship betweenwo variables, askingor the control meganism, etc.
However, someutor questions are orienteédwardaddressing the student’s questions or
incorrect answers to a previous question. Theta questions arelassified asstudent-
initiative oriented.” Some questions adesigned to elicit a simplanswer such as a
variable name, a direction of change, or singadying “yes”without deepexplanation.
These are categorized in the category'sihple questions.” The oppositstyle needs
some explanation or reasoning for answeringef@mple a “why’question, so talled

them “deep questions.” To illustrate, here is an expert tutor:

tu: What input to the heart determines contractility?  <E (Curri, Simple)>
st: Sympathetic

tu: Right, so, why didn’t contractility change in DR?  <E (Curri, Deep)>
st: Because the change in heart rate did not ... [K26:54-58]

In this examplehe tutor asked thanechanism otontrol of contractility according to his
tutoring tactic. This is a curriculumoriented simple question. Themllowing the
student’s correct answer, thetor asked about the direct response stage conusepg a
“why” question. It is a curriculum oriented deep question.

Now let us look at a novice tutor:

tu: What will change first? <E (Curri, Simple)>
st: SV
tu: Please explain why the SV will change first. (&tu, Deep)>

st: If you increase the heart rate, you will have a decreased diastolic time, thus
you will have less blood entering the heart and a decreased SV.
tu: OK, that is good, but then what is the first variable to change in the way you
have described it? <E (Stu, Simple)>
[N31:22-26]
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In the exampleabove, thetutor asked about therimary variable The studendid not
answer correctly, so thetor asked the reasoning for the answer. So | mathkisdas a
studentinitiative oriented deep question. After the student’s reasoningutioe asked
about theprimary variable againworking from the student’s reasoning. So it is
categorized as a student initiative oriented simple question.

| counted 101 questions from the expgetbrsand 151 questions from the novices
and then categorized them into the four groups. Tables 5.11 and 5.12 show the data.

With the data Imade a 24 contingency table, Tablg.13, tofind whether the
difference in question style isgsiificant. The value ofx® is 12.2with three degrees of
freedom. It meanshe experts andovicesare different at a significance levéletween

0.01 and 0.001. So we found again their styles are quite different.

Table 5.11. Question Styles of Expétttors

transcrpt  curri/ini dee simple total
K13 Curri 1 6 7
Stu-ini 1 1 2
K14 Curri 0 10 10
Stu-ini 1 0 1
K16 Curri 0 4 4
Stu-ini 1 1 2
K25 Curri 2 4 6
Stu-ini 0 3 3
K26 Curri 6 7 13
Stu-ini 0 0 0
K27 Curri 1 4 5
Stu-ini 2 3 5
K48 Curri 2 10 12
Stu-ini 5 1 6
K49 Curri 3 9 12
Stu-ini 3 1 4
K51 Curri 3 5 8
Stu-ini 0 1 1
total 31 70 101
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Table 5.12. Question Styles of Novi€ators

transcrpt  curri/ini dee simple total
N17 Curri 3 14 17
Stu-ini 4 5 9
N18 Curri7 0 11 11
Stu-ini 2 4 6
N20 Curri 1 4 5
Stu-ini 1 2 3
N22 Curri 1 7 8
Stu-ini 4 4 8
N23 Curri 1 3 4
Stu-ini 1 8 9
N24 Curri 5 1 6
Stu-ini 1 0 1
N25 Curri 0 4 4
Stu-ini 0 4 4
N27 Curri 1 11 12
Stu-ini 5 4 9
N29 Curri 3 5 8
Stu-ini 1 3 4
N31 Curri 1 11 12
Stu-ini 3 8 11
total 38 113 151

Table 5.13. Expert vs. Novice Question Styles

expert novice
deep curri 18 16
deep stu-ini 13 22
simple curr 59 71
simple stu-ini 11 42

Tables5.14 and 5.1%ummarizethe data in 5.1nd5.12. Comparing expert to

novice tutors, we can see:
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1. Experts ask curriculum oriented questions 77/100 = 76% oihtkee
compared to 87/151 = 58% for novices.
2. Experts ask deep questions 31/101 = 31% ofinie compared to
38/151 = 25% of the time for novices.
This calculation shows thdhe expert strongly preferrecurriculum oriented questions,
and somewhat preferred deep questions, compared to novioasanigthe experts keep
to the tutoringplan and make students thimore deeply. Compared tbe experts, the
novice tutoring is more often guided by the student answhrs.provides some objective
support for my observation, reported inlg&s et al., 199], that it wasdifficult to
annotate th@ovicetutoring transcripts with the goals of the expators.The novices, it

seems, do not stick to their tutoring plans and are wordier than the experts.

Table 5.14. Question Styles of Experts

deep simple total

curri 18 59 77
stu-ini 13 11 24
total 31 70 101

Table 5.15. Question Styles of Novices

deep simple total

curri 16 71 87
stu-ini 22 42 64
total 38 113 151
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5.5 Conclusion of Comparisons

On thebasis ofthese experiments | conclutieat ourexperts use a mosesfective
tutoring style tharthe novices. The experts used a more questicstylg topromote the
student’s activdearning and to givenore challenge tothe students. Thaovices more
often soughtonfirmation ofthe student’s knowledge lgsking“Do you understand?,”
“Does that make sense?” or “Do you haagy question?.” Howeverpther authors
observe that these questions mat enhancestudent’slearning and daot yield useful
diagnostic information, so ware notsurprised thabur experts engage ithem less
frequently. Andthe novices used moreoncept noun phrases in doitigeir tutoring. This
action madehe tutoringsession more complicated awdrdy. The last comparison of the
style of questionshowed us that the experts prefer@driculum oriented and deep
guestions. Through more sophisticated questiondutwe could discover the student’s

misconceptions and could enhance their active learning.
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CHAPTER VI

SELECTING CUE WORDS

The addition of cuavords such as discourse markers and acknowledgments in
tutorial language can maltke difference between stilted and natural sounding dialogue.
In this chapter | describe some simple rulesttierselection of discourse markers and for
the acknowledgment of the correctness of a student’s answer. These rulekenvee
for use in the turn planner of CST by applying the machine learning algorithm C4.5.

Di Eugenio et al. [1997] used the same technique to derive rules and deeie®n
for theinclusion or omission ofue words. Moseand Moore [1995],studyingthe same
dialogue earlier, discovered rules for the choice betwsane” and “because,” also rules
for discourse marker occurrence based on thieeddedness dhe discourse segments.
They dividedthe instructional dialogue into discourse segments, tiweled various
relationships between them according to Relational Discéuralysis. Then they derived
rules for discourse marker usage based omeflagionships othe segmentbeing marked.
These results showhat segmentstructure is an important factor faletermining the
occurrence, placement, and selection of cue words.

Nakano and kito [1999], intheir analysis of Japeese instructional dialogue, also
used amachine learning algorithm to derive rulies discourse markersthey divided
their text into segments andoded instructional goals for each segment. Coding
instructional goals for each segment was intast to theearlier studiesyhich coded
discourse relationships. They showed that they could dttex Jud of selecting discourse

markers by usinghe instructional goastructure. For my purposekis is a niceresult,
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because Bcsiv-Tutor transcripts are coded according to tutoring goasdiscourse
relations.

Figure 6.1 shows how a turnan be produced I€RST v.3usingthe discourse
planner,turn planner, and sentenagenerator. The discourgdanner decides on goal
structuresThen a buffer holdghe primitive discourse goals untihe primitive “elicits” is
received. Withthese goals the turplanner buildsfeature structures. The feature
structures havall information neededbr generation. The choice of discourse markers is
decided here in the turn planner. The generator generates the sentences fioora thn
information in the feature structures.

In the CST dialogue, topicoundaries antlrn boundaries dmot coincide. Some
topics are spread among three turns, or tome can encompasparts of three topics
(Figure 6.2). However,within a turn, topic boundaries frequently coincide with a
discourse marker. These discourse markers are important for coheremataralistic
dialogues INCST. Groszand Sidnef[1986] saidthat discoursenarkersflag changes in
both attentional anéhtentionalstate.Also, Mann and Thompsofi988] identified how
discourse markers mark rhetorical relations between segments in their Rhetorical Structure
Theory.

Another interesting phenomenon tise acknowledgment to the student of the
correctness of the student’'s answer. Guiman tutors do notalways emit such
acknowledgments and there is sovagability in their form. Thischapter describesome

experiments that resulted in simple rules as to when and how to emit them.
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Turn Goal from Tutoring Schema

1.Tu: Now let’s look at your prediction for  Introduce variable (introduce
TPR. topic)
Can you tell me how it is controlled? Elicit topic 1 (first topic)

2. St: parasympathetics

3. Tu: Correct!
TPR is neurally controlled.
And the reflex hasn’t started to operatelnform topic 2 (middle topic)
yet
So what is the value of TPR? Elicit topic 3 (final topic)

4. St: Unchanged

5. Tu: Great!
What other variables are neurally Introduce next variable
controlled? (introduce topic)

Figure 6.2. Turns and Goals

6.1 Choosing Discourse Markers

6.1.1Experiment 1. This experiment explofeow discourse markers are chosen
in the tutoring dialogue. Ithis experiment | considerdde discourse markers ‘and’, ‘so’,
and ‘now’, which are the mosftrequently used markers our transripts. We looked
especially athe question of howhey relate tdhe student answer categories of ‘correct’
or ‘near-miss’, discussed in Chapter 4. The following example showing a discourse marker

after an acknowledgment of a correct answer:
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tu: Can you tell me how TPR is controlled?
st: Autonomic nervous system
tu: Yes, and the predictions that you are making are for the period before any
neural changes take place.
[K10-tu-29 ~ 31]

Here as a response to the student’s correct answegyttngives an acknowledgment,
emits a discourse marker, and provides some information correspondimgpamitive
‘inform’ all in one turn. We can see the use of the discourse marker ‘and’ here.
| used a sentence skeleton model to find rules:
1. tu: Question
2. st: Answer {correct, near-miss, or N/A}
3. tu: {Optional Discourse Marker}, Primitive dialogue act {elicit or inform}
| assumed the following four attributes affect the usage of discourse markers:
e category of student’s answer
(correct, near-miss or N/A if the proceeding sentence was the tutor’s)
e discourse marker (and, now, so)
* type of primitive dialogue act following the discourse marker (inform or elicit).
» topic position of the sentence following the discourse marker
(introduce, first, middle, final)
As we discussed before, inside of one metlel goal, one or more topics can be
nested. | counted the position of the topithin the tutoring goahierarchy, first, second,

etc., because | assumdte dialogue goastructure is an importardeterminant of the
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usage of discourse marker. | separated the togitntfoduce-variable as an ‘introduce
topic’, instead of counting it as another sequential topic.

Here is an example of how | marked up the above excerpt:

tu: Can you tell me how TPR is controlled? < first topic>
st: Autonomic nervous system <correct answer>
tu: Yes, and the predictions that you are making are
for the period before any neural changes take place.
<inform> <DM: and>

With this mark-up Ifilled out the following feature slots forsixty passages in our

discourse:

e category of student answer = correct
» discourse marker = and

* type of primitive = inform

topic position first

| applied the C4.5 machine learning algorithm to a set of sixty data passages like the above
and got the following rules, extracted from a decision tree:

» If the target sentence is part of the <introduce> topic use the discourse mavker

» If the target sentence is part of the <middle> topic use the discourse nagder *

» If the target sentence is part of the <final> topic use the discourse nsoker *

* If the target sentence is part of the <first> topic

and if the primitive is <inform> use the discourse marker °

else {primitive is elicit} use discourse marken'd’

e default class issa.
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This rulemisclassified 8 othe 60 cases, for arror rate of 13.3%. Ishows the
order of topicand the type oprimitive dialogueactcaninfluencethe choice of discourse
marker. However, the student answer category did not contribute to the result.

This result matchesell with Schiffrin’s [1987] theory. Shenentioned that ‘so’ is
realized semantically on fact-based, knowledge-based, or action-based discourse plane.
In our transcripts, most of thexamples ofso’ are used in thdinal topic of t-tutors-
value. The earlier topics such &sutors-determinant andt-tutors-relationship provide
background information thawarrant the result presented in tfeal topic. The other
place where ‘so’ is used, thefirst topic, isrealized aghe result of arearlier discussion
of another issue. It is us@dpeciallyoften in thet-present-anomalytopic that is used to
show the inconsistent appearanceegforted factsSo, ‘s is used in a fact-basedape

as a ‘result’ ‘caused’ by the previous discussion as in the following example.

tu:{Tutoring value of HR, CO and SV}
tu:So, in DR HR is up, CO is up, but SV is down.
How is this possible?
st: That HR increases outstrip SV decreases in this case.

tu: Exactly!
[K25-tu-62 ~ 68]

Schiffrin also saidhat ‘now’ is used togive attention to an upcoming idea unit. In
our experiment, four of five cases olbw’ are used in théintroduce-variable topic.

Quirk et al.[1972] said hat both and’ and ‘now’ can be used as transitional
discourse markergive ofthe eight cases ohhd’ are found also in thérst topic inthis

experiment.
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6.2 Analysis of Acknowledgment

Green and Carberry [19994%id hat 13% of responses tyes-no’ questions were
indirect answers in spokdanglish as inthe nextexample. So she insistiat a robust

dialogue system should have the ability to interpret indirect answers.

Q: Actually you will probably get aar won't you as soon as you get there”
R: [No]
| can’t drive.
[Green and Carberry, 1999, p. 389]

Although her theory focuses on ‘yes-no’ questions, | applied her theory to our
transcripts for acknowledgment generationarialyzed ninety-one cases of question-
answer dialogueacts and foundout that 71% of the cases gave an appropriate
acknowledgment an2l9% cases omitted atknowledgment. This meatisat 29% of the
cases gave an answer wintplicit acknowledgment to the student in foowing ‘elicit’
or ‘inform’. So, our new version ofCST should have theability to make implicit
acknowledgments as a kind of indirect answer.

Also, Green and Carberry suggestbédttthe reasons fandirect answers are
accuracy,efficiency, and politeness. lour transcripts | found somsimilar effects as

shown in the next example:

tu: If CC is under neural control and we are taking about the period before any
change in neural activity then CC?
st: But it is also under intrinsic... <incorrect answer>
tu: You are confusing Starling Law’s..<Give explanation of Starling’s Law>
[K11-tu-57 ~ 59]
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In the aboveexamplethe tutor provides an extraxplanation for an unexpectstudent
answer to correct his/her misconception without a negative acknowledgment. Here we can
see more politeness aefficiency compared to the case wplying with only a negative
acknowledgment ‘No!’This extraexplanation can reduce student’s follow-up questions
such as ‘Then what is a correct answer?’.

Spitkovsky and Evenfl993] showed a study afegative acknowledgment with
our expert tutoring transcripts. They made ten categories of negative acknowledgment and
ranked them by degree of severity. However, they poimtthe uncertainty ofeverity
ranking. So in this chapter | focumly on whether the negative acknowledgment is
expressed or omitted without subcategorizing.

Working with the same dialogues, BrandI§l998] presented a study of
acknowledgments using joint actions. Hheoposed amodel for the generation of
acknowledgments according to an assessment of lood the student is togetheith
the student’s statement. | wantedgige focus taboth the tutor’s tutoringoal strategies
and the studentmodel for the generation of acknowledgment. So | tried fita
connections between the acknowledgment, the student answer category, and the topic of
the tutor’s follow-up sentence.

6.2.1 Experiment 2. | wanted to discovethe relationship between an

acknowledgment and the type pfimitive dialogueact in thefollowing sentence. The
following Table6.1 shows a 2x4ontingency table of acknowledgments te following

primitive act. The value off1° is 18.85with three degree of freedom ampd< 0.001

significance. Thigesultmeans thathe usage oprimitive acts is quitedifferent according
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to the type of acknowledgment. Hergpsitive acknowledgment’ mearthe tutor’s
positive response to the studentsrrect answer. Thé&ot-positive acknowledgment’
means allkinds of responses tother categories of student answsuch as‘clearly

incorrect’, ‘near-miss’, ‘don’t-know’, and ‘partially correct’.

Table 6.1. Acknowledgment vs. Following Primitive Act

Acknowledgment inform elicit
positive acknowledgment 24 18
not-positive acknowledgment 22 1
omitted positive acknowledgment 1 6
omitted not-positive acknowledgment 13 6

From the above table, the four most common patterns are follows:

patternl: st {not correct answer}
tu: {not-positive ack}
{inform}
pattern2: st {correct answer}
tu: {omitted positive ack}
{elicit}
pattern3:  st: {not correct answer}
tu: {omitted not-positive ack}
{inform}
pattern4: st {correct answer}
tu: {positive ack}
{inform}

Table6.1 shows thabur tutorsgive acknowledgmentsiost of thetime, sixty-five
casesout of ninety-one cases. After a studentist-correctanswer thetutor provided

some information (perhaps a hint) insteaelafiting directly,regardless of whether there
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is an acknowledgment. After@rrect studenanswer theutor eitheromitted a positive
acknowledgment and elicitetie next question or gave a positive acknowledgment and
provided some related information. These results magdhwith the study oHume et al.
[1996]. They analyzedur humantranscripts and discussédo kinds of hints: Cl hints
and PT hints. The Clifit conveys information explicithand PT hint points to information
less directly inorder to correct a student’sisconceptions. The PT hints, they observed,
provide animplied negative acknowledgment. So we can asstimetutor’s question
about the next topic without aacknowledgment of the preceding student answer
functions as an implicit positive acknowledgment.

6.2.2 Experiment 3. Afterexaminingthe results ofexperiment 2, | felt some

curiosity about therelationship between a changetopic in a follow-up sentence and

whether there was aexplicit acknowledgment in &urn. | checked the content of the

topic of thefollow up sentence to see whetltlere is a transition to a new topic. |

examined ninety-one cases with C4.5 to get some rules for change of topidkindises

attributes, type ofprimitive act (elicit or informs), acknowledgmertype, and topic

transition (same or different topic) were used. The following is the result of decision tree.

» If acknowledgment type is not-positive the next primitive hasémeetopic as before

» If acknowledgment type is omitted positive the next topdifferent than before

» If acknowledgment type is omitted not-positive next topic istraeas before

» If acknowledgment type is positive and primitive is elicit the next topddfisrent
otherwise {if primitive is inform} the next topic is treameas before

« default class isame
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The result shows aarror rate of 11%The data show thawhen the student
answer was not fully correct, then the tutor discussedahetopic 95% of theéime with
or without acknowledgment. In the case of carrect answer, withoutpositive
acknowledgment, thetutor changed to a new topicAnd with the positive
acknowledgment theutor asks about alifferent issue or rephrases same issue. The

following examples illustrate these cases:

tu: Do you know how RAP will change if something produces a
change in CO?
st: If CO increases then RAP should also increases.
<incorrect answer>
tu:No, <no-positive ack>
when CO is the independent variable then RAP changes
as the dependent variable in the opposite direction.
<inform-same topic>
[K14-tu-43 ~ 45]

In theexampleabove, after the student’s incorrect answer titer gives a ‘not-positive
acknowledgment’ and informatiombout therelationship betweethe variables CO and

RAP. This information is the same topic as the tutor’s former turn.

tu: What would happen to CVP when CBV goes down?
st: Decreases. <correct answer>
tu:Yes, <positive ack>
And what is the relationship between CVP and arterial pressure?
<elicit-different topic >
[K10-tu-57 ~ 59]

The example abovehows that the studegivesthe correct answer. Thetor responds

with a positive acknowledgment ‘Yes’, amdicits the different topic of therelationship
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between CVP and arterial pressure. Note the discourse marker ‘and’, as predicted by
experiment 1.

6.2.3 Experiment 4: Duringhe analysis oftranscripts thelifference between an

ordinary positive acknowledgment and an emphatic positive acknowledgment was noticed.
Both of them are positive acknowledgments. this experiment | further categorized
‘OK’, ‘right’, ‘yes’ and ‘correct’ as ordinary positive acknowledgmenigjile ‘good’,
‘certainly’, ‘absolutely’,‘great’, ‘super’,‘very good’, ‘right again’, etc.are classified as
emphatic positive acknowledgments as | describe@hiapter 5. | tabulated 88 cases of
positive acknowledgments tfind out when theywere used. Frequently, | found an
emphatic positive acknowledgment tine last topic ofvariable value in a session of
teaching onevariable. So kseparated the cases int@o groups: one is a response to the
student’s correcanswer in theniddle oftutoring avariable, andhe other is response to
the student’s correct answer in the final topic.

The following Examplesshow a case with an ordinary positive acknowledgment

and one with an emphatic positive acknowledgment.

tu: And what is the primary mechanism by which arteriolar

radius is controlled? iddle topic>
st: Sympathetics
tu:Yes. <positive ack>

[K12-tu-39 ~ 41]

tu: So what'’s your prediction of CC in the DR? final topic>
st: no change
tu: Good. <emphatic positive ack>

[K10-tu-53 ~ 55]
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Table 6.2 is a 2x2contingency table of these cases. It has valte 5.096with one

degree of freedom ampl < 0.05. Itmeansthat thetutor gives more emphatic positive

acknowledgment to a correct answer in the final topic than in a middle topic.

Table 6.2. Positive Acknowledgment Type vs. Order of Topic

order of topic ordinary positive- emphatic positive-
acknowledgmen acknowledgment

correct answer in the middle tutoring 32 11
correct answer of final topic 23 22

6.3 Acknowledgment and Primitive Act Types with Discourse Markers

6.3.1 Experiment 5. We also found a relationship amdimg existence of an

acknowledgment, the@rimitive act style, andthe existence of a discourse marker. |
counted one hundred thirty eighdmple sentences tftor turns thatdirectly followed a

student answer, for example:

tul: What input to the heart causes contractility to change?

stl: Sympathetic stimulation

tu2: Right. Does sympathetic stimulation change during the DR phase?
[K16-tu-39 ~ 41]

In the above conversation | collected the turn T2 asample case. It has an
acknowledgment and an elicit primitiaet but nodiscourse marker. divided the sample
sentences into eight groups:

(1) {Ack, DM, elicit}

(2) {Ack, DM, inform}

(3) {Ack, No-DM, elicit}
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(4) {Ack, No-DM, inform}

(5) {No-Ack, DM, elicit}

(6) {No-Ack, DM, inform}

(7) {No-Ack, No-DM, elicit}

(8) {No-Ack, No-DM, inform}

Using these eight categories | constructeable 6.3. Tables.3 shows the 2x4
contingency table of acknowledgment vs. discourse markeprandive act.The value of

M?is 7.23with three degrees of freedom agmé 0.05.Although this probability isi1ot so

significant, during this analysis | observed the following interesting point.

Table 6.3. Acknowledgment vs. Primitive Act with Discourse marker

Primitive Act with or Existed Omitted
without DM Acknowledgment Acknowledgment
DM + elicits 17 14
DM + informs 21 10
No-DM + elicits 11 19
No-DM + informs 29 17

Whenthe student gave an expected answerttdiher frequently gave a positive

acknowledgment and a discourse marker as in example below.

tu: What parameter here reflects filling of the Iv?
st: RAP
tu: Right.
So RAP and C determines SV.
[K27-tu-66~68]
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However, in the case of an unexpected angharmeantnot exactly what the
tutor wanted to hear fronthe studenincludingincorrect answers, theitor gavesome
information or elicited some questiomsthout an acknowledgment and discourse marker

as in example below.

tu: And in what direction will it (TPR) change?

st: TPR will decreases.
tu: Remember, this drug is an agonist; that means that it acts just like the

transmitter that is normally released.
What is the affect of activating the alpha adrenergic receptors on blood

vessels?
[K36-tu-20~22]

To investigate this phenomenon | made the following Table 6.4.

Table 6.4. Answer Type vs. Discourse marker and Acknowledgment

Expected answer Unexpected answel

Acknowledgment + 27 11
Discourse Marker
No-Acknowledgment + 3 33

No-Discourse Marker

Analysis of Table6.4 shows alistinctly differentturn structuregiven a different
type of student answer. Thalue ofM?is 30.17with one degree of freedom apd<
0.001 level in thistable. So | concluded that the content of the student answer can
influence the structure of the tutor’'s sentence.

6.4 Proposed Dialogue Model

Although all the aboveexperiments usecklatively smalldata setsthis style of

approach is aig first step formaking rulesfor both the discourselanner andurn
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planner because the results show some statistgraficanceand thedatacomes from our
expert tutors whom our CST v.3 wants to mimic.

Applying the above rules | propose to generate the following tutorial dialogue.

(1) tu:Now let’s think about TPR. <introduce topic> <DM: Now>
(2) By what mechanism will it change“x<first topic> <primitive: elicit>
3 st: Autonomic nervous systems<student’s expected correct answer>
(4) tu:Yes, <ordinary-positive ack>
(5) So, TPR is primarily under neural control.

<primitive: inform> <same topic>
(6) And the predictions that you are making are for the period

before any changes take place. <second topic> <DM: And>

@) So, what is the value of TPR? <final topic> <DM: So>
(8) st: No change <student’s correct answer>
9) tu: Good! <emphatic-positive ack>

In thefirst turn thetutor introduces thevariable by usinghe discourse marker ‘now’.
Then, as thdirst topic, thetutor asks for the mechém. With the student’'s correct
answer in (3), theutor gives an ordinary positive acknowledgmen(4i and rephrases
the student’s answer withoahangingthe topic,usingthe discourse marker ‘so’ and the
primitive act ‘inform’ (5). From sentences (3), (4), afd) we can see theelationship
{correctanswer - give positivack -inform sameopic}. Also sentence&) and(5) show
the relation {expected answemgive positiveack -inform with discourse marker}. As a
second topic theutor provides DR stage inforation, usinghe discourse markeand’ in

sentence (6). Then for thmal topic thetutor asks thevalue ofthe variable, using the
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discourse marker ‘so’ in (7). M4 the student’s corredtnal answer theutor gives an

emphatic positive acknowledgment of ‘Good’ in (9).
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CHAPTER VII

SURFACE GENERATION

Eventually I generate sentences. The transcript markup described in Chapter 4
provides the information that is needed.

| started byidentifying groups of sentenceserving the sametutorial goal and
extracted them from the transcripts. Theanklyzed eaclgroup todetermine aset of
contentelements hat could be used fdouilding the sentences in thgroup. Then |
identified the pieces of knowledge ithe planning environmenthat could be used to
determinethe values of these elements. With this information, | sketched potential surface
structures that the IRCsiM-Tutor sentence generator could produdéen | wrote a
grammar forthe Genkit sentence generator packatpeh assemblethe sentenceom
the elements identifiedabove. Finally, | wrote some software to post-process the
sentences resulting from Genkitonder to take care a$sues such as capitalization and
word morphology.

The result offinding the fixed and variable elements inset of potentiakurface
structures is the description of tiiformation needed toonstruct the sentence, afl its
variations. It is able toncorporate discourse markers asll asthe interpersonal and
textual meanings from Hallig&s theory of coherence that we described in Chapter 3.

Sincethe purpose othis exercise wasiot simply descriptive, but destined to
actuallygenerate sentences, | omitted some sentences thmatt dtearly fit well into the
machinetutor or were not part of thelialogue we wanCST v.3 to engage. Some

sentences were rejected on #uvice of Joe Michael and Allen. Rovick ast meeting
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their standards for what thiator should sayOther sentences amot likely to bepart of
Circsim-Tutor’s repertoire, foexample “Carnyou tell me what IS means?” is excluded
because the student’'s probable answehigquestion would be hard ftnre machine to
process.Also excludedwere many sentences related to thetor replying to student
initiatives, a case that is mosihpt handled by CST, although we hope to do so in the
future.

7.1 Data Analysis

7.1.1 Overall Analysis oféhtence Constituents. Frauar annotatedranscripts |

extracted groups of sentences where tthter was expressinghe same meaning. The
sentences in Figurdl constitutesuch a collection. Irall theseexamplesthe tutor is

eliciting the mechanism of control of a neurally controlled variable.

(1) Howis TPRcontrolled ?

(2) Howis TPRdetermined ?

(3) What is the primary mechanism of control of ~ TPR?

(4) Canyou tell ménow TPRis controlled ?

(5) Do you knowwhat determines the value of TPR?

(6) AND what is the primary mechanism by which  arteriolar radiuss controlled ?

Figure 7.1. Examples dt-elicits info=mechanism

For purposes of generation, | need to understandvém@tion among the
sentences in eadet. Although different sentences can never have identical meanings, for
text generation purposesohly need torepresentdifferencesthat the tutoringsystem
needs to make. In other words, if two sentences serve the same purpose for our tutor, then

they can be considered as different ways of expredbi@gamethought andcan be
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generated from theame logical form. Itwo sentences can be used in gameslot, |
prefer to consider them as equivalent rather than make arbitrary distinctions.

After collecting aset of related sentences, | walsle todecompose them into
independent elements. In generating sentenceslifferentsources ofnformation will be
used fordecidingthe values of these elements. The sentences in Figlireave been
printed to show how they are built from these common elements:

* Main predicge. In thisexamplethe nmain predicate could bealled “elicit mechanism
of control.” The main predicate is printed in sans serif bold type.

* Name of variable. Theame ofthe variable can be either abbreviated, aSTiRR,” or
spelled-out, as “arteriolar radius.”.

» Softener (optional). We arssingthe term “softener” talescribe expressions like “can
you tell me” and‘do you know,”which areunderlined inthe figures. It ignteresting
to note thatvhenone of these expressionsrésalized as a sentence-initial clause, the
surface subject of the sentencediferent fromthe deep subject of the predicate.
Glass [1997] points out the same phenomenon in the student’s side of the dialogue.

» Discourse marker (optional). Discourse markers are printechallcaps, e.g.AND in
sentence (6). In our dialogues, most of the discourse markers are sentence-initial.

In decomposing the sentendbss way,the elementsare not alwaysontiguous
segments of text. For example, the main predicate “how is X determined?” has a spot in its

middle to place the variable name.
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Figure7.2 shows asimilar decomposition of sentences servitige purpose of
eliciting the value of the variable. In addition to the previous elements, a few new elements
are present:

» Stagemodifier (optional). This specifieone of the three stages we haleded the
physiologicalresponse into: DR, RR, ai85. Stagenodifiersare printed irsans-serif
italics, e.g.,n DR.

» Context-setting expression (optional). We ausing the term “context-setting
expression” to describe expressidike “if CC is under neural control” or “that being
the case,'which set the context for the am clause. Note that some context-setting
expressions are constamhile others contain slots fadditional variable information.
Context-setting expressions are printed in serif italics type.

* Pointing expression (optional). Sentend®) also contains the expressiéas you
predicted,” which points to something which happened earliethi dialogue. As
Figure7.3 shows, mogtointing expressions iaur dialogues precede theain clause
and follow the optional discourse marker. Pointing expressions are printed in
underlined serif italic type.

Figure7.3 contains a selection of sentendastinform the value ofthe variable to
the student. One new piece of information is required:

» Value of variable. It is qualitative: increasiecrease, or no change. Siticevalue is
often expressed by the main verb, e.g. “decrease,” | havenarked the alue

typographically, but instead include it within the main predicate sentence element.
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(7)

(8)

(9)

(10)
(11)
(12)
(13)
(14)
(15)
(16)
(17)

SO what about TPR?

SO what'’s your prediction of  CCin the DR?

Now what do you say about TPR?

BuT if CC is under neural contrphow would it be affected in the DR period?
SO what's your prediction about  CC?

S what would happento  RAP?

That being the cas@ow would RAP change in DR?

S, in the DR will there be any change in  TPR?

AND if RAP increasewhat would happento RAP-DR?

That being the casehat will happento RAP-DR in this situation?

If cardiac output decreaseg@dR) as you predictedvhat would happen to
RAP?

Occasionally we need tddinformation to furtheiqualify anelementFor example note

Figure 7.2. Examples atelicits info=value
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that (20) simply refers to the fadtat some variablesre predicted to change, without

mentioningthe value ofthe change. Thetherexamples in Figur@.3 give a specific value

for the prediction. Wen we need to differentiateetween theséwo cases, we add an

argument to the machine’s description of the sentence to note whether the aeatuallig

expressed or not in the final sentence.

(18)
(19)
(20)
(21)

You predicted thaCCwould go up .

BuT remember that you said thstAP decreases in DR.

WELL, you made predictions abonbw RAP and CGwvould change .
You predicted tha€O in DR would go up .

Figure 7.3. Examples a@tinforms info=value

Figure7.4 shows a group @entences servirthe goal oft-informs info=dr-info

All of these sentences convey informataimout thedefinition of the Direct Response
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stage.This isone of the important concepts for correctmgunderstandings ithe DR

stage. There is one new sentence element:

* Remind(optional).This is expressed as “rememlbieat” in sentence@2) and(25) in

Figure 7.4.

Remind is a narrative mode, as described in Chapter 4.

(22)

(23)
(24)
(25)

(26)

BuT remember thaive're dealing with the period before there can be any
neural changes.

We're talking about what happens before there are any neural changes.
We’'re talking about the period before any change in neural activity.

Remember thate’re dealing with the short period before you get a reflex
response.

AND we're dealing with the period before any change in nervous activity
occurs.

Figure 7.4. Examples @tinforms info=DR-info

Generalizing fromall theseexamples in Figure$.1 through 7.4, wean sedhat

our sentences are constructed from four kinds of elements:

* Main predicate and required arguments. In éixamplesabove, theprimary example

of a required argument is the variable name.

* Optional argumentsTime qualifiers (e.g.in DR) are anexample of an optional
argument. If location qualifiers were used, they would also fall in this category.
* Interpersonal modifiers. Softening expressions are an example of this category.

» Narrative modifiers. Discourse markers, pointing expressions, context-setting

expressions, and reminding expressions are included in this category.
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For each element, we must determimkich features in thelanning environment
are needed tdetermine its value and, if it is optional, whether it shoulthbleided atall.
The tutorial history, thedomain model, andhe studentmodel are among thelata
structures that can be consulted. However, | am most interested in featuresntlat
from the currentplanningagendawhich includesthe currentplanning goal, thegoals
above it in the current hierarchy, and the arguments of these goals.

For example, considethe sentences iRigure7.2 again. In these sentences, the
main predicate can be determined from the current goak-eleits . The content to be
elicited is carriedlown fromtheinfo argument of the parent godll of these sentences
are derived from topic goals that contain either an explicit or imlicitargument.

According to thesaitial results much ofthe tutoring language &ylized enough
that sentences can be assembled in a simple mannandlgsisdescribed in this chapter,
which shows theelationship between tutorial goals and surfsitacture,can be used to
determine the output of the sentence generator.

7.1.2 Tabulated Sentence Decomposition. The next step was to ptaiolesgor

each group of sentencesjowing specimen sentences along wlita different values of
the different feature$or each sentence. These tablesusmefulfor detailedanalysis of the
components to be used in sentence generation, where each sentence will be described by a
collection of features. | found that for tlpsirpose most of theidrarchical goaktructure
was not important,only the primitive andtopic level operators are needed. Salitl not

includethe methodevel operators in thesebles. However the arguments carrédong
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with the goalstructure, forexample the variable beingutored, arequite useful and thus
assigned them as separate features.

From thehumantutoring transcripts | pickedinety-one sentences that might be
useful for machine generation and | made twenty-one tables. Each table mostly described a
pair consisting of a primitive and a topic operator. For exampilee fprimitive operator is
elicit and the topioperator id-tutors-value, | made a table named “elicits-value.” All
informationfor the tablescame fromthe marked-up transcript$ables7.1 and 7.2 are
illustrative examples.

As we see in Table 7.1, casgd’) and (28) aredifferent only inthe attitude
feature. In sentence (28) the attitude feature is unmarked, but in (27) the ‘rephrase-
answer’ attitude inserts the advégyimarily.” Table 7.1 sentence¢28) and (29) have
identicalfeatures and feature valuescept for thename ofthe variable, sahe sentence
generator caemit either sentence provided it haslat in the sentence fgiacing the
variable name. Although Tablé1l case (30tomes from a differertopic | included it
here because it is expressihg same information athe other sentences. In case (30) we
notice the presence of the discourse marker “but.” The “but” discourse marker is present
because this sentence is servirigpeesents-contradictiontopic. It is conveying the same
information aghe other three sentencedjich are servingt-tutors-mechanism, with the
addition of the contrastive discourse mark&wmbining allthese case®getherallows us
to add somegenerality tothe eventual grammar. Wealluse thesame bundle of features

to describeall these sentences, with the discourse maleng an optionafeature.
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Table 7.2 showssentences foeliciting the determinants of ariable. Table 7.2
sentenceg33) and (34) aretypical short requestsdliffering only in the name of the
variable.However this simple notion can be expressed in roongplex ways. One reason
is that whenthe tuto rsre-ask a question they often phrasalifterently. | added the
featureattempt number, showinghow many times the same question has been asked
inside of tutoring the same topic. The attempt number attribute governs the phrase “what |
was askings” in Table7.2 case (32). Case (36)ntains an example te method type
feature,which isused formarking hat the context is amner method correcting a topic
that the studengjot wrong in the course of tutoring a normal method. In most of the
cases, the beginning sentence of an inner method starts with a discourse marker “and.”

Sentence (32hasthe “rephrase question” attitudehich results in replacing the
variable name “SV” by ahortdefinition. Theresult, “what determingsow muchblood is
ejected fronthe heart eactime it beats?” is famore complex thathe simple “what are
the determinants of SV?” in Table 7.2 case (33). Notice that replacing the name “SV” with
its definition also changeke mainverb of the sentendeom “are” to “determines.” The
whole sentence structure has changed.

7.1.3 Sketch of Potential Surface StructureComparingthe different sets of

examples, we noticenany regularities in the surface syntax. A large percent of the
sentences can be generated from the following:

. Discourse patrticle (optional). Source: discourse marker

. Frontclause (optional)Source:pointing expression, context-setting

expression, or softener
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. Main clause. Source: main predicate with required arguments in slots
. Additional arguments (optionalBource: stagenodifiers andother
potential optional arguments

We canimagine asentence generattiratbasicallyjust pastesogether theskinds
of pieces. Each input element cproduce adifferent part of thesentence. Another
approach is tduild sentences fromords according t&nglish grammarThat approach
would allow more complex ruletor forming sentencecomponents fronthe original
meaning elements. The previdOST sentence generator [Chang, 1992] tiiresi method.
The resulting grammar is complicated and inflexible.

In fact, | adopted something of a hybrid approach. In many cases, the sentences are
pasted together as above. However, there arterder of instances where it is necessary
to select on a combination of featurdse “rephrase question” feature of sentence (32)
being a good example. Furthermore, even when sentareagnply pasted togethieom
pieces, often selectirthe correctvariant of the main predicate is constrainechbyiliary
features. Contrast sentences (1) and (4) from Figure 7.1, which | repeat here:

(837)How is TPR controlled?
(38)Can you tell me how TPR is controlled?

The addition of the softener adds aimverb to the surfacstructure of the sentence. The
result is that the verb “is” becomes inverted in (37) mmidnverted in (38). Cases such as
this onemean that evethough the sentence generatoussially simplypastingparts of
sentencegogether, it is required teheck combinations of features and do something

more sophisticated when picking some of the elements.
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7.2 Development of the Grammar for Genkit

7.2.1 About theGenkit Grammar. Genkit [Tomita & Nyberd,988] is a

generation package developed in 1988 at the Centddohine Translation at Carnegie
Mellon University. It compiles grammar rulego executablé.isp code.This code will be
at the heart of Circsim-Tutor’'s sentence generator, convertingutipeit emitted by the
turn planner into sentences.

Genkit uses a subset ofuaification grammar; it isimplified somewhat by not
supporting full unification. The sentences to lgenerated are described by feature
structures, in a amner similar tahe input to theFUF generator [Elhadad, 1993]. The
turn planner will put together a package of features, and pass this to the generator.

A feature structure is a set of (label, value) pairs. The label is a name, and the value
can be either a simple value (a string, a humetr.,) or anotherembedded, feature
structure, as illustrated in Example 7.1.

Example 7.1:

((primitive elicit)
(var ((var-name TPR)
(spelled +)))

This feature structure has two featutabeledprimitive andvar. Theprimitive feature has
the simple valuelicit. Thevar feature has an embedded feature structure as its value.

Each Genkit grammar rule h&so parts. Thefirst part is a context-frephrase
structure rule While this phrasestructurerule is beinginterpreted,every non-terminal

symbolhas an associated featwsteucture. The secongiart of aGenkit rule is a list of



Jung Hee Kim 139

pseudo-equations relating these associated festiwretures. Atypical rule is illustrated
here in Example 7.2.

Example 7.2

:; Phrase structure rule: <start> --> <ask>

(<start > = =>( <ask>)
;; Feature structure constraint equations
(((XO primitive) =c elicit)
(X1 = X0)))

In the phrase structure rule, tleét hand side is a non-termirgymboland the rightand
side is a non-terminal, a terminal, or a “4hich serves as wild card symbol. In the
feature structure constraint equations, difeerent featurestructures aréabeledXxo, X1,
X2, etc. HereXO0 refers to the feature structure associated witkg¢tst> non-terminal in
theleft hand side, ani1 refers to the feature structure task>, thenon-terminal in the
right hand side. This grammé&ormalism is nearly identical tthe PATR-II formalism
[Shieber, 1986].

Genkit grammar ruleare interpreted according to tf@lowing procedure. The
input to the generator is a featwgeucture,which becomesssociated with the starting
non-terminal. Theenerator tries to expand then-terminal, tryinghe phrase structure
rules one at éime in succession. Each time it tries a rule, it apphesfeature structure

constraints. In Example 7.2, the constraint equation:

((X0 primitive) =c elicit)

verifies thatthe primitive feature in feature structuk® hasthe valueelicit. If the input to

the generator were the feature structure showlxample7.1, this equation would be
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satisfied. Ifthe equation cannot Isatisfied bythe input featurestructure, the generator
proceeds to try another rule. The constraint equatibn= X0 saysthat the feature
structure associatedlith first right hand sideonstituent,<ask>, will be identical to the
feature structure associatedth the left hand side. Thegeneratormakes this happen,
providing a featurestructure to associateith <ask>. Now the generator operates
recursively, finding arule for expandingthe non-terminal<ask>. The process stops, of
course,when there are no mor@on-terminals to expand dhere are naapplicable
grammar rules.

Terminal symbols orthe right handside are simplyLisp atomsnot encased in
anglebrackets. Because these are sinyip atoms, thdist of terminal symbols that is
the result of the generation process doescarry lower case / upper casgormation.
This list of symbols isherefore post-processed to insert typographic caseotret
niceties.

There are numerous extensions to trammar formalism to make inore
expressive or efficient-or example, it is possible to insert Lisp functioalls nto the
constraint equations. Various othektensions to the constraint equations are quite
procedural in flavor. Awild card extension can be usedetdractvalues fromthe feature
structureand insert them into the right hasdle ofthe phrase structure productidrhis
enablesthe turnplanner to place values tme feature structurstrings which will be
echoed in theoutput sentence. Foexample,the value ofthe DM (discourse marker)

feature can be the discourse marker itself.
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The Genkit grammar uséso arrows in its phrasstructurerules: ‘==>" and “>.”
The formerarrow produces a spadetween right hand side constituents, as between
words. The latter arrow produces sypaces between them, as between the components of
a word.

7.2.2 Producindtlicit Mechanism Sentencessentences thatlicit the mechanism

of control, such as those figure7.1, serve as &irly typical example ohow ourGenkit
grammar for the sentence generator works. Figure 7.5 shows some of the npildsrigr
a predicate foaskingthe mechanism otontrol. Thegrammar begins witlhe <start>
non-terminal. In this section lilvshow some of theapabilities ofthe grammar lwrote
by giving some examples.

The grammar rules in Figuie5 pick non-terminakEM1>, <EM2>, etc.,based on
the values ofthe various features. EactEM> turn into adifferent nain predicate for
askingthe mechanism otontrol. nly <EM4> is shown in Figure’.5 for illustration. |
also show that the optional discourse marker is inserted before the main predicate,

controlled by thédM feature. The various main predicates are as follows:

« EM1 <softwhat> is the primary mechanism of control of <var> ?

« EM2 How is <var> controlled?

 EM3 <softwhat> is the primary mechanism by which <var> is controlled?
 EM4 <softwhat> is the mechanism that will cause <var> to <speci-val>?

Choosing EM4 is controlled by whether there igalue specifiedfor example “increase.”
This form of the sentence is thenly one thatrequires a value. | have nmincipled

method to pick amonghe other thregossible min predicates. Therefore | created a
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feature called PICK which takesintegral values. ThéICK feature is set by the turn
planner. Inthe absence obther governing features thgrammar picks a variant of the
mainpredicate according to tHaCK value. Wherthe PICK feature is absent, grammar
rule chooses a defaultamn predicate. So if there is some reason to prefer a particular
version of a sentence, the turn planner can pick it.

The non-terminaksoftwhat> deserves mention. It derives the word “what” plus an
optional softener. The four options implemented so far are:
s  “What”
*  “What do you think”
* “Can you tell me what”
* “Do you know what”
If a softener is presenpicking amonghese is governed by tI8®8OFTWPICK feature in
the same manner abe PICK feature. Mairpredicate EM2, “How is <var> controlled?,”
comes intwo variants to handlghe verbinversion problem caused by introducing a
softener, as described in sectitri.3.One reason for creatingtarminal whichcovers
both “what” plus softener is thahe orderbetween théwo elements i1ot fixed. In the
analysis ofsection 7.1, it appears that the softener occurs fixed location at the
beginning ofthe sentence. However in the sentence “what dotlyiol is the mechanism
...” the softener is not sentence-initial, it occurs immediately after “what.”

The<DM> non-terminal takes the discourse marker specified by thekamner in
the value ofthe DM feature. If there is no discourse marker, iyenbol /NO-DM is

inserted in its place. Thdummy terminal isemoved in post-processing, at g@me time
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typographical case is adjusted. TN®-DM symbolservesonly a debuggingurpose. It is
very useful tcknow whenthe discourse marker rulég not run,which inserts nothing in
the sentence, anshen they did run and conclud#étere was no discourse markehich

insertsyNO-DM. Discourse marker grammar rules are as follows:

;; If no DM feature is present, insert dummy marker
(<DM> ==> (</NO-DM>)
((x0 DM) = *UNDEFINED?)))

;; Otherwise value of DM feature is Discourse Marker
(<DM> ==> (%)
(((x1 value) <= (x0 DM))))

In this way, ifthe input featuretructurecontains(DM BUT), then “but” will be added to
the output sentence.

The <var> non-terminal produces a variable name. It is controlled by several
features, forexample it can be spelleout or abbreviated, or it can be reduced to a
pronoun. Variablethat are known to thgrammarare represented in the feature structure
by atoms, e.gTPR. The following feature structure will produce “TotdPeripheral

Resistance” in the output stream:

(var (var-name tpr)
(spelled-out +))

If the variable name is unknown tthe grammar, it is placed in theutput stream
untouched.This enablesthe turn planner toeasily generate sentences regarding any

variable, regardless of whethae grammar has bearpdated. It is also more robukan
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giving anerror message, or refusing woduce a sentence, [@avingthe variable name

blank in the output. Here is a possible input feature structure:

(var (var-name |Left Ventricular Filling]))

The above will produce the following in the output stream:

/LIT Left Ventricular Filling /ENDLIT

The /LIT and /ENDLITsymbolsareflags intendedor the post-processing prograirhey
indicate that the text between them is to be tdikenally. For example, it wilhot have its
typographical case adjusted.

The <speci-val> non-terminal irthe rule for<EM4> in Figure7.5 is controlled by
the speci-val feature, expressing a qualitative value. Madue must beup, down, or
unchanged. APICK feature allowsone to choose between “go up” / “go down” and
“‘increase” / “decrease” expressionstloé changedalue. Inthe rule for<EM4> in Figure

7.5 the constraint equation:

((x10 tense) <= "inf)

forces the feature structure associateith <speci-val> into the infinitive for this
sentence. For most sentences, featumse and modal control the generation
expressions such asill go up” and“should decrease.” However, ine <EM4> sentence
the tense must biafinitive, so thistense is forced in by thgrammar rule regardless of

whether the user specified a tense.
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;; All ELICITS sentences come from <ask>
(<start> ==> (<ask>)

(((XO primitive) =c elicits)

(X1 = X0)))

., <ask-mech> derives all ask mechanism sentences
;; <DM> derives optional discourse marker
(<ask> ==> (<DM> <ask-mech>)

(((X0 topic) =c mechanism)

(X1 = X0)

(X2 =X0)))

;; EM4 is needed when a value is specified
(<ask-mech> ==>(<em4>)

(((x0 speci-val) = *DEFINED*)

(x1 = x0)))

;; Otherwise pick among the other <ask-mech>
predicates
(<ask-mech> ==>(<em1l>)

(((x0 PICK) = 1)

(x1 = x0)))

(<ask-mech> ==>(<em2>)
(((x0 PICK) = 2)
(x1 = x0)))

(<em4> ==> (<softwhat> is the mechanism that will
cause <var> to <speci-val> <gmark>)
(x8 = x0)
(x10 = (x0 speci-val))
((x10 tense) = inf)
(x1 =x0)))

Figure 7.5. Some Rules for Generation of Elicit Mechanism Sentences

We can now see sonsample inpufeature structur@and output sentences from
the elicit mechanismset. Thesimplest possible sentence has no discourse markers, no

softeners, and no specified value. The feature structure which is input is:

((primitive elicits)

(topic  mechanism)

(var (var-name tpr))
(pick 2))
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This will generate “How is TPR controlled?” A mocemplicated featurstructure for
generating aelicit-mechanisnsentence might have a specified value, a discourse marker,

a softener, and a spelled-out variable name:

((primitive elicits)
(topic  mechanism)
(var (var-name hr)
(spelled-out +))
(speci-val (value -)
(specivpick 2))
(dm S0)
(softwpick 2))

Finally that will produce “So can yotell me what ighe mechanisnthat will cause Heart
Rate to decrease?”

7.2.3 Generalized Grammar for Stage Modifier. As an illustration of a case where

| needed to write grammar rules itaplement a construction in a wéyat issomewhat
more like traditional grammar, | show here the rules for constructing the stagdier.
The stage modifier is composed of an optional preposition and a noun phrasanipte
“in DR”, “during the DR period”, and'during the direct response period.” THiest

grammar rule is the usual decomposition of a prepositional phrase:

(<stage-pp> ==> (<stage-prep> <stage-NP>)
((x1 = (x0 stage-modifier))
(x2 = (x0 stage-modifier))))

The default preposition iSin.” If the duration feature is specifiedthe preposition

becomes “during:”

(<stage-prep> ==> (in))
(<stage-prep> ==> (during)
(((x0 duration) =c +)))
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For formatting the noun phrase, there istde feature. If thestyle feature value iplain
or omitted, the output isnly the stagename. Ifthe featurehas a value operiod the

output will be “the <stage-name> period:”

(<stage-NP> ==> (<stg>)
((*or* (((x0 style) = *UNDEFINED*))
(((x0 style) =c plain)))
(x1 = x0)))
(<stage-NP> ==> (the <stg> period)

(((x0 style) =c period)
(x2 =x0)))

The stagename can be abbreviated or spelled out,casralled by thestage-name and

spelled-out features:

(<stg> ==> (steady state)
(((x0 stage-name) =c SS)
((x0 spelled-out) =c +)))

And as a defaultase, if thevalue ofstage-name is notrecognized it is inserted into the

output stream as a wild card.

(<stg> ==> (%)
(((x1 value) <= (x0 stage-name))))

A complete feature structure for generating “During the Steady State period” would be:

(stage-modifier (stage-name ss)
(duration +)
(style period)
(spelled-out +))

The grammar for stage modifiers is illustrated in diagram form in Figure 7.6.
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<stage-pp>

<stage-prep> <stage-np>

. style=plain tyle=period
dyration -

<stg>

duratjon +

the <stg> period

"during"
spelled-out -

spelded-out -
spelled-gut +

spelled-out +
"direct response” "dr"
"the dr period"

"the direct response period"

Figure 7.6. Generation of the Stage Modifier

7.2.4 Producinginform Value Sentences. Figuré.7 shows thesentence

generation grammar fohe operatoil-informs info=value. Thiscovers simple sentences
such as “HR goes up,” in addition to the more complicated sentences in F@ukgure
7.8 showssome example inpufeature structures and generatsehtences, using the
grammar rule from Figure 7.7 and earlier in this chapter.

This grammamore closely followsthe pattern opasting pieces athe sentence
together.One thing tonote is thathis grammar handlgbe conjunction ofwo variables

in some of its forms.
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(<start> ==> (<tell>)
(((xO primitive) =c informs)
(x1 = x0)))

(<tell> ==> (<DM> <tell-value> <stage-pp> <pmark>)
((or*
(((x0 topic) =c tutors-value))
(((x0 topic) =c presents-contradiction)))

(x2 = x0)
(x1 = x0)
(x3 = x0)
(x4 = x0)))

(<tell-value> ==> (you predicted that <iv1>)
(((x0 narrative-mode) =c reference)
(x4 = x0)))

(<tell-value> ==> (<iv2> <context-set>)
(((x0 context-setting) = *DEFINED*)
((xO attitude) =c bolster-answer)

(x1 = x0)
(x2 =x0)))
(<tell-value> ==> (<ivl>)
((x1 =x0)))
(<ivl> ==> (<var> <speci-val>)
((x1 =x0)

(x2 = (x0 speci-val))))

(<iv2> ==> (<var> <speci-val> and <var> <speci-val>)
((x2 = (x0 varl))
(x2 = (x0 speci-vall))
(x4 = (x0 var2))
(x5 = (x0 speci-val2))))))

Figure 7.7. Grammar Rules forinforms Info=value
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((primitive informs)
(topic tutors-value)
(var TPR)
(speci-val ((val 0)
(modal would)))
(stage-modifier ((stage-name DR))))

“TPR would not change in DR.”

((primitive informs)
(topic tutors-value)
(var CC)
(narrative-mode reference)
(speci-val ((val +)
(tense future)
(specivPICK 1))))

You predicted that CC will go up.

((primitive informs)
(topic tutors-value)
(stage-modifier (stage-name dr))
(context-setting "When CO decreases")
(varl ((var ((var-name RAP)))))
(var2 ((var ((var-name SV)))))
(attitude bolster-answer)
(speci-vall ((val +)
(tense p3s)
(specivPICK 2)))
(speci-val2 ((val +)
(tense p3s)
(specivPICK 2)))))

"When CO decreases, RAP increases and SV increases. in DR”

Figure 7.8. Inform Value Feature Structures Input and Generated Sentences

7.3 Conclusions

| started with a smple idea: groupingtogether sentences expressingmilar
meaning, identifying common elemerasid producing a grammérat will paste together
sentences in theimplest possible way. Ultimatetize task proved to be not songie as

originally envisionedSome care was taken in the selection of sentences, to rés#rict
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exercise to sentencélat might reasonably be emitted byr€siM-Tutor, but even so
there was quite a variety. M#n examined closely, pasting sentertogether required a
certain amount of grammatical knowledge andre grammatical rules thaoriginally
planned. Neverthelesthe resulting grammar is quitemall compared to one thatould
describeall the sentences in termsiatlividual words and parts of speechiekl it is also
reasonably flexible. Itwas easy tobuild-in specialcases forspecial needswithout

disturbing the whole grammar.
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CHAPTER VI

CONCLUSIONS

8.1 Summary

To generate more interactive and more natural dialogue in Circsim-Thtorel
developed a new approach to dralysis of humartutoring behavior including stragy,
tactics, and the use of language from tircSIM-Tutor project tutoring transcripts.

To write the goals for thplanning enginegwhat tosay, when to say, and how
to sayit) in the new @Rcsim-Tutor, | analyzed and marked upanscripts of human
tutoring sessions. Over 270 turrigym the pedagogical portions of the sessidms/e
been analyzed idepth.Many more have beepartially analyzedor specific purposes.
This analysigproduced mitiple nested annotations showibgth global goaldor tutoring
and local goal$or maintaining acoherent conversation, a&ll as acategorization of the
student responses.

Among many attempts by other researchers aoalyze our human tutoring
transcripts, this ishe first to produce a result where the annotations can be accessed by
machine utilities. It isalso the most detaile@esidesthe original purpose ofdiscovering
tutorial planninggoals, it has providethe data forour machine learningesearch and
become the basis for my analysis of sentence realization.

In the comparison of expetwitorsand novicetutors Iconcluded thabur experts
promote the student’s active learning with more questions. The expertetdsd student

misconceptions with more sophisticated questions. hitrast to expertsnovice tutors
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frequently askedhe student “Do you understand?” ¢onfirm student’s knowledge and
their teaching style is more complicated and wordy.

In the research on cue words, discourse markers are importanarfking topic
boundaries for cohesion in naturalistic dialogues. Also, | fdbatthere is aelationship
between cue words and primitive dialogue acts.

| have furtheranalyzedthe construction of sentencasingthe knowledge of the
tutoring and discourse goals in the marked-up transcriptsacheve this, | collected
togetherinstances osimilar tutor sentences as@oup. lalso collectedill the sentences
that were uttered identical situations. Withhese results identified values of features
for each sentencdJsing the Genkit package | produced a generdhat generates
sentences from the output of the turn planner.

8.2 Significance

There arenot very many intelligentutoring systemshat usenatural language for
both input and output.I€csiM-Tutor is a break fronthe tradition ofcommunicating with
students using only completely-cannedext, and a steptoward more natural
communication.

My research has great significance for the new version of Circsim-Tutor.

1. Producing the first machine-usable markup, an input to several endeavors
including the machine learning research

2. Finding detailed tutoring patterns from transcripts

3. Finding areffective tutoring style from the comparison of expert and novice

tutors
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4. Making those tutoring patterns rigorous enough that they can serve as planner
goals

5. Making turn’s more coherent with machine derived rules for cue words.

6. Analyzingsentences in detail, $loat we can generate much better ones than
CST v.2 does

7. Making it possible to generate a variety of sentences for the same tutorial goal.

Additionally, this work will influencethe development of thenachinetutoring
field.

8.3 Future Work

There is some futurevork needed to complete the newersion ofthe CST
sentence generator.

1. Complete markup for all stages: My work focused on the DR stage mostly and
some of the RR stage. We need more SGML-style markup for RR and SS stages.
Also, we need more markup of novice tutoring sessions.

2. Evaluation of the results of markup: With the calculation of a statistical value of
reliability we can ensure the accuracy of our analysis. For this purpose we need to
train several persons and we should to compareitiawdual results togetsome
index of reliability.

3. Further machine learning: To enhancefiilency of thedialogue. We can
apply machine learning to other sentence elements such as softeners or
stagemodifiers.

4. Generalization and expansion of the Genkit grammar.
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